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Abstract

WAIDYAWANSA, D. BUDDHINI P.,Ph.D., August 2013, Physics and Astronomy
A 3% Measurement of the Beam Normal Single Spin Asymmetry in Forward Angle

Elastic Electron-Proton Scattering Using the Qyeqr Setup

Director of Dissertation: Julie Roche

The beam normal single spin asymmetry generated in the scattering of transversely
polarized electrons from unpolarized nucleons is an observable of the imaginary part
of the two-photon exchange process. Moreover, it is a potential source of false asym-
metry in parity violating electron scattering experiments. The Qearx €xperiment uses
parity violating electron scattering to make a direct measurement of the weak charge
of the proton. The targeted 4% measurement of the weak charge of the proton probes
for parity violating new physics beyond the Standard Model. The beam normal sin-
gle spin asymmetry at Queax kinematics is at least three orders of magnitude larger
than 5 ppb precision of the parity violating asymmetry. To better understand this
parity conserving background, the Queax Collaboration has performed elastic scat-
tering measurements with fully transversely polarized electron beam on the proton
and aluminum. This dissertation presents the analysis of the 3% measurement (1.3%
statistical and 2.6% systematic) of beam normal single spin asymmetry in electron-
proton scattering at a Q* of 0.025 (GeV/c)?. It is the most precise existing measure-
ment of beam normal single spin asymmetry available at the time. A measurement
of this precision helps to improve the theoretical models on beam normal single spin
asymmetry and thereby our understanding of the doubly virtual Compton scattering

process.

This work was funded by the National Science Foundation under grant No.
065342 and No. 0969788. The data discussed in this dissertation were taken at
Jefferson Lab, a facility operated currently by Jefferson Science Associates, LLC under
U.S. DOE Contract No. DE-AC05-060R23177.
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1 Introduction

Electron scattering is a time-honoured tool which is used to access information
on the structure of the nucleons. Traditionally, the scattering cross-section in electron
scattering is obtained under the Born approximation, where the electromagnetic in-
teraction is mediated by a single photon. Higher order processes such as two photon
exchange are treated as small radiative corrections [1] in the order of 2% of the scat-
tering cross-section. This was a negligible correction compared to the precision of the
cross-section measurements achieved five decades ago [2]. However, to reach preci-
sion below the 2% level where the contributions from the radiative corrections are not
negligible, one requires a good understanding of the two-photon exchange mechanism
and of its contribution to the different observables such as the proton’s electric and
magnetic form factor ratio. For example, it was suggested (3, 4] that the discrepancy
observed at high Q* (> 2 (GeV/c)?) between the measurements [5] of the electric
and magnetic form factors of the proton from the polarization transfer method and
the Rosenbluth separation method, can be explained by the proper treatment of the
two-photon exchange correction. But the theoretical calculations of the two-photon
correction have uncertainties arising from the lack of information on the intermediate
states in the doubly virtual Compton scattering process. In this regard, observables
of the two-photon exchange process provide valuable information on the intermediate
states which can be used to benchmark theoretical calculations. The beam normal
single spin asymmetry generated in the scattering of transversely polarized electrons
from unpolarized nucleons is an observable of the imaginary part of the two-photon
exchange amplitude. It is a parity conserving asymmetry of several parts per million
(ppm) which arises from the interference of the two-photon exchange and one-photon
exchange amplitude. Though small; this asymmetry can be measured with high pre-
cision, with the aid of parity violating electron-scattering experiments (PVES) such
as the Queax €xperiment.

The Queax experiment [6] at Jefferson Lab searches for physics beyond the
Standard Model with the first direct measurement of the weak charge of the proton
using parity violating electron-proton scattering. The parity violation in electron-
proton scattering has played an important role in the establishment of the Standard

Model of particle physics [7], the theory that describes particles and their interactions.
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From the observation of the first neutral weak currents in 1973 to the discovery of the
Higgs boson in late 2012, the past half a century in particle physics has seen the re-
markable accuracy of the Standard Model of particle physics in describing almost all
of the particles and interactions found in nature. But there are compelling reasons to
believe it is not a complete theory. These reasons motivate the search for new physics
beyond the framework of the Standard Model. The proposed 4% measurement of the
weak charge of the proton by the Queax €xperiment will provide sensitivity to new
parity violating physics at the TeV scale. An experiment of this precision requires
good control and understanding of background asymmetries in the apparatus. For
this reason, the Qyeax experiment made many ancillary measurements of physics pro-
cesses which are expected to provide considerable corrections to the parity violating
asymmetry. One such measurement is the parity conserving beam normal single spin
asymmetry. The beam normal single spin asymmetry becomes a false asymmetry in
a parity violating asymmetry measurement due to residual transverse polarization in
the electron beam and the broken symmetry of the detector system. Due to the un-
certainty of the theoretical calculations, a dedicated measurement of the beam normal
single spin asymmetry was required to reduce the uncertainty on the false asymmetry
correction.

This dissertation contains the analysis of the beam normal single spin asym-
metry measured from elastic electron-proton scattering using the Queac apparatus at
a four-momentum transfer of 0.025 (GeV/c)?. I will also present a summary of my
other contributions to the Queac €xperiment to aid in its path toward the first direct
measurement of the weak charge of the proton. The outline of this dissertation will
be as follows. In Chapter 2, I will introduce the Queax €xperiment and the reasons
which motivate a precision measurement of the weak charge of the proton. I will then
move onto discussing the role played by the beam normal single spin asymmetry as an
observable of the two-photon exchange process and as a systematic error in the parity
violating electron scattering experiments. The specific design and the performance
of the setup will be presented in Chapter 3 emphasizing the work I have done on
the beam monitors to optimize the resolution of the beam position, angle and energy
measurements. Moreover, as a member of the data acquisition and analysis group,
a significant portion of my work went in the setup and maintaining the integrating
mode data acquisition system and the analysis software development. These will be
summarized in Chapter 4. Controlling and minimizing false asymmetries and random

noise in the experimental setup is an important part of a precision parity violating
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asymmetry measurement. Related to this, I have performed several studies to deter-
mine the random noise in the detector electronics and the false asymmetry from the
leakage of the helicity signal. In addition, I was actively involved in the polarized
source studies to minimize helicity correlated false asymmetries in the beam, which
are known to be one of the largest systematics in the Qeax measurement. The details
and the results of these false asymmetries and random noise measurements will be
presented in Chapter 5. In Chapter 6, I will present the details of the analysis of
the beam normal single spin asymmetry from electron-proton scattering. My work
on the residual transverse polarization monitoring and the beam normal single spin
asymmetry systematic correction for the Queax parity violating asymmetry will be
presented in Chapter 7. I will conclude with a summary of results in the dissertation
and a discussion of the implications of the 3% beam normal single spin asymmetry

result in Chapter 8.
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2 Physics Motivation and the Formalisms

2.1 The Qyeax Experiment

The Queax experiment makes the first direct measurement of the weak charge
of the proton in a search for new parity violating physics beyond the Standard Model.
The following subsections provide the motivation for the measurement of the weak

charge of the proton and a general introduction to the experiment and its goals.

2.1.1 The Standard Model of the Electroweak Interaction

The Standard Model is one of the greatest achievements of the fundamen-
tal physics. It is an elegant theoretical framework based on the gauge symmetry
SU(3)xSU(2)xU(1) which presents fermions as the building blocks of matter whose
interactions are mediated via gauge bosons (see Figure 2.1). Since the mid 1970s,
numerous experiments have verified the success of the Standard Model as a standard
theory of particle physics. Notably, in 1973, the Gargamelle Collaboration at CERN

Fermions Bosons

Figure 2.1: Fundamental particles in the Standard Model framework. Figure from
Ref. [8].
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observed [9-11] the first neutral-current interactions (see Figure 2.2a) confirming the
existence of the neutral-weak boson Z° which is an essential part of the electroweak
unification. In the late 1970s, the Prescott experiment [13] at the Stanford Linear
Accelerator (SLAC) measured the first parity violating asymmetry in deep inelastic
electron-Deuteron scattering. Even though there were several gauge theories available

at the time which predicted parity violation of the weak interaction, only the Standard
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(a) First neutral-current observation.

(b) First PV Asymmetry measurement.

Figure 2.2: Early experimental evidence for the electro-weak mixing. (a) Bubble-
chamber photo of first neutral-current interaction (v, + e~ — v, + e ) observed
by the Gargamelle experiment in CERN. A neutrino comes from below (no track)
and scatters off of an electron which moves upward emitting two photons in the
interaction. The two photons are only visible from the production of electron-positron
pairs. Figure from Ref. [12]. (b) Results from the Prescott experiment showing the
measured four momentum (Q?) weighted asymmetry vs the fractional energy loss of
the electron (y). The Standard Model predictions (solid lines) of the y-dependence
of the normalized asymmetry, A/Q? for different values of the weak mixing angle
(sin?6,,) are in clear agreement with the experimental result. The dashed lines are
from a "hybrid” model that assign right-handed electrons to violate parity instead of
left-handed electrons. Figure from Ref. [13].
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Model was able to correctly estimate the asymmetry at the Prescott kinematics (see
Figure 2.2b). This experimental verification of a prediction of the Standard Model
boosted the acceptance of the SM over other theories of particle physics at the time.
Over the years, the general structure of the Standard Model was confirmed with the
observation of the strong force carrier gluon [14] at DESY in 1979 and the measure-
ments of the properties of the weak force carriers Z° [15, 16] and W= [17, 18] in 1983
at CERN. With the recent discovery of the elusive Higgs boson' [19, 20] at the Large
Hadron Collider, one can say that all the fundamental particles proposed by the Stan-
dard Model have been experimentally observed and their existence confirmed. That is
a testament to the huge success of a theory that withstood the vigorous experimental
tests over the past half-a-century.

In spite of this remarkable and continuing success, there are lingering theoret-
ical and experimental reasons [21] to believe that the Standard Model may not be the
complete theory of particle physics. Instead it is a very good low energy approxima-
tion of a larger theoretical framework. One reason for this belief is the inability [22]
of the Standard Model to describe the fourth fundamental force in nature, the grav-
itational force. Moreover, the Standard Model does not provide an explanation for
dark matter and dark energy [23], the matter-antimatter asymmetry in the universe
[24], to name a few, for which there are strong experimental evidences. In addition,
there are no explanations for the features of the Standard Model such as the mass
hierarchy, the different generations of the fermions and the 25 free parameters whose
values need to be extracted from experiments rather than being predicted by the
theory itself.

These shortcomings of the Standard Model framework have generated a lot
of theoretical and experimental enthusiasm over the past decade or so to search for
physics beyond the Standard Model. On the theoretical side, some effort is being
made to develop grand unified theories which can provide a unified description of all
the forces in nature. The others are focused on adding extensions to the Standard
Model, such as quantum-gravity, super-symmetry and string theory, to address its
shortcomings. On the experimental side, the searches are focused on three frontiers,
the high-energy, the cosmic and the intensity. At the high energy frontier, particle
colliders [25], such as the Large Hadron Collider (LHC), excite matter into new par-

ticles with higher masses in search for the origin of mass and the existence of extra

Tt is yet to be confirmed if the boson discovered at the LHC is indeed the Higgs boson, but the
experimental evidence keep pointing to it being the Higgs or a boson that is similar to the Higgs.
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dimensions. At the cosmic frontier, ground-based and space-based detectors are used
to search for dark matter and dark energy to understand their properties and interac-
tions. In the intensity frontier, low energy high intensity beams are used to perform
precision measurements of observables which are either well defined in the Standard
Model or are forbidden. Any deviation resulting from these measurements can hint
at the presence of new particles and interactions which are beyond the framework of
the Standard Model. These measurements at the intensity frontier complement the
searches at the high-energy frontier where new particles are expected to be observed
directly.

The Queax €xperiment is an intensity frontier experiment designed to make a
precision measurement of the weak charge of the proton, a suppressed quantity in
the Standard Model. For this purpose, Queax relies on the parity violation in elec-
tron scattering. The parity violation in polarized electron scattering has played an
important role in establishing the structure of the electroweak sector of the Standard
Model as mentioned earlier. Moving forward, low energy parity violating electron
scattering (PVES) is known [26] to be a theoretically clean probe of physics beyond
the Standard Model. Parity violation in elastic electron-nucleon scattering allows
the contribution from the weak interaction to be extracted experimentally by taking
the asymmetry of the experimental cross-section for left-right handed electrons. This
asymmetry includes low energy electroweak observables such as the weak charges of
the nucleons which are well defined in the Standard Model. Therefore, a measure-
ment of the parity violating asymmetry in elastic electron-nucleon scattering, with
sufficient understanding of the hadronic contribution, can be used to make a precision
measurement of the weak charges in search of new parity violating physics. The fol-
lowing subsection briefly discuss the derivation of the parity violating electron-proton

asymmetry and its relation to the weak charge of the proton.

2.1.2 The Parity Violating Electron-Proton Asymmetry

Figure 2.3 shows the lowest-order Feynman diagrams corresponding to an elec-
tron scattering from a proton involving the exchange of a photon (electromagnetic)
or a neutral-weak boson (weak). For low energy (|Q?| < M%) electron-proton scat-
tering, using Quantum Electrodynamics (QED) and applying the Feynman rules of

electroweak interaction to these diagrams, one can derive to the first order in « the
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<

(a) v exchange (b) Z° exchange

Figure 2.3: The tree-level Feynman diagrams of the electron-proton scattering involv-
ing the electromagnetic (a) and weak (b) interaction.

invariant amplitude of the electromagnetic interaction [27]

¥ de"
M7 = @(?ZHJZ, (21)

and the invariant amplitude of the weak interaction

M7 = ;jg (o1 + g4 [ 17 + J2]. (2.2)

In Equations 2.1 and 2.2, a is the fine structure constant, Q is the four-
momentum transfer of the photon, G is the Fermi constant, e, gy and g4 are the
electron’s electromagnetic, vector and axial-vector neutral-current couplings respec-
tively. The electron vector and axial-vector currents are given by ¥ = u.y"u. and
" = 4.9"y5u, respectively with u; denoting the electron spinor. The hadronic cur-
rents J and Jf are matrix elements of the form J = (H|.J|H) where |H) represents
the proton and J is the quark current operator. Under the assumption that the pro-
ton structure is dominated by the lighter quarks, up (u), down (d) and strange (s),

the quark current operators of the proton are given by

u,d,s u,d,s u,d,s

o = 57 - 57 _
Ji = Z Qqlig Tty Sy = Z Gy lqVutlg, Jis = Zgiﬁuq%ﬁwq,
q q q

with @ being the electromagnetic charge, u the spinor and gy(a) the vector (axial-
vector) neutral-current couplings of the ¢ = u,d, s quark (see Table 2.1).  For po-

larized electron scattering from unpolarized protons, the parity violating asymmetry
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APV is defined by

7 -5
APV = =% (2.3)

where 7(?) is the cross-section for electrons scattering with spin polarized parallel
(anti-parallel) to their direction of motion. Since the electron-proton scattering can
involve either an exchange of a photon or a Z°, the scattering cross-section is a

summation and an interference of the two invariant amplitudes,
o~ MY+ M7 = |M? + |M7]? + 2Re(M™)*(M7). (2.4)

Due to the parity violating nature of the weak interaction and the |[M?| <
|M?7], the parity violating asymmetry for polarized electron scattering in terms of the
invariant amplitudes is then written as

2M7 MZ
APV = (2.5)
| MO[2

Combining all of these together, the parity violating asymmetry in polarized

electron-proton scattering has the form [28, pgs 59-68]

py —GrQ* | eGRPGEY + 7GUPGTE + (1 — 4sin?0,,)e' Gy GA”

APV _
47Toz\/§ E(G?;”’)Q + T(GXZIP)Q 7

(2.6)

Table 2.1: Standard Model neutral-current couplings of the fermions given in terms
of the weak-mixing angle sin 6,,, a fundamental parameter in the Standard Model.

Fermion qv ga
e -1+ 45sin?6, | 1
8
u 1--sin®6, | -1
3
4
d -1+ 3 sin?6,, | 1
4
S -1+ 3 sin?6, | 1
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with the kinematic factors

:4Q—]\;2, et =14+2(1+7)tan*(0/2), e = /T(14+7)(1—n?),

where M, is the mass of the proton and 6 is the scattering angle of the electron
in the proton’s rest frame. The weak-mixing angle sinf, enters in Equation 2.6
via the vector and axial-vector couplings of the electrons introduced in Equation
2.2. The functions G7P(Q?),G%?(Q?) and G7P(Q?) are the proton’s electromagnetic,
neutral-current vector and neutral-current axial-vector form factors respectively with
the subscripts E/M standing for electric/magnetic. ij’(p Ay 18 given in terms of the

electromagnetic form factors of the proton and the neutron as
Z, . , s
GEET)M) = (1 — 4sin’ GW)GZE?M GE(M E(M)> (2.7)

where G,y contains the contributions from the strange quarks. The neutral-current

axial-vector form factor is given by
GIP = -G + G5, (2.8)

where G%, is the contribution from the strange quarks.
At forward angle scattering and low momentum transfers where 6 — 0, — 1
and 7 < 1, Equation 2.6 reduces to [28§]

APV 2p 4 4 2 ’ 2.9

4m\f[QQ Q'B(Q?) (2.9

where the leading order term is the weak charge of the proton () and the next-to-
leading order term B((Q?) contains the hadronic contribution in terms of the form
factors. All of the form factors entering in B(Q?) are well known experimentally.
Therefore the extraction of the Q¥ is independent of theoretical uncertainties associ-

ated with the hadronic structure. This will be discussed later in Subsection 2.1.5.

2.1.3 The Weak Charge of the Proton

The weak charge of the proton gives the coupling strength of the proton to
the neutral-weak boson Z°. It is defined in the Standard Model as

QP =29t + gt = 1 — 4sin? 0, (2.10)
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From Equation 2.10, it is clear that the magnitude of Q¥ depends on the

magnitude of the weak-mixing angle sinf,,. The weak-mixing angle 6, is a free-

parameter of the Standard Model. It gives the mixing
gsinf, = ¢’ cosf, = e,

between the weak couplings, g and ¢’ and the electromagnetic coupling e. However,
the magnitude of sinf,, is not given in the Standard Model itself but is determined
from precision neutral-current measurements done at the Z-pole (Q* = M32). At the
Z-pole, the masses of the W and Z bosons are proportional to their gauge interactions

resulting in the tree-level relation

My

Sin29w =1- ﬁ%

(2.11)
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Figure 2.4: The Standard Model prediction of the running of the weak mixing angle
in the MS scheme [29] using measurements at the Z-pole (LEP and SLAC) [30]. The
thickness of the curve reflects the theoretical uncertainty of 7+ 107 due to hadronic
contributions. The existing measurements are from the atomic parity violation (APV)
in Cesium [31], deep inelastic v scattering (NuTeV) [32, 33|, electron’s weak charge
from SLAC (E158) [34] and the electron-positron scattering measurements by LEP,
SLAC [30], DO [35] and CDF [36]. The predicted measurements are for Queax, Moller
and PV-DIS experiments at Jefferson Lab. Figure from Ref. [32].
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At momentum transfers above and below the Z-pole, the tree-level expression
of sin #,, gets modified due to loop corrections on the electroweak couplings ¢ and ¢'.
This results in the running (Q* evolution) of sin?@,, (see Figure 2.4). The running
of sin? §,, depends on the renormalization scheme [37]. While there are several renor-
malization schemes [38] to consider, the Qyear €xperiment uses the running of sin® 6,
performed [39] in the MS scheme for several reasons. The definition of sin®6,, in the
M S scheme uses the tree level formula in Equation 2.11 and the evolution is closely
related to the evolution of the Quantum Electrodynamic coupling a(u) in the MS
scheme which is fairly well established. These reasons help to improve the Standard
Model prediction of low-energy observables, such as the weak charge of the proton,
which depends on sin®6,,. In addition, all the existing measurements of sin® 4,, shown
in Figure 2.4 have utilized the MS scheme. To be compared with the world data, the
results from the Queax experiment needs to be quoted in the same renormalization
scheme. In the MS scheme, sin? 03/5(Q? = 0) = 0.23867 =+ 0.00029 [39]. This leads
to the Standard Model prediction of the weak charge of the proton

P =0.0705 (Q* = 0). (2.12)

2.1.4 Motivation for a 4% Measurement of Q¥

The suppression of the weak charge due to the magnitude of sin”6,,, is a unique
property observed only in protons and electrons. Therefore, a precision measurement
of either quantity presents a unique opportunity to test the Standard Model predic-
tion of the weak-mixing angle and thereby the @ evolution of the neutral-current
couplings of the fermions. While an agreement of such measurement with the Stan-
dard Model prediction provides strict constraints on sin®#6,,, a significant deviation

would hint at new types of parity violating physics.

2.1.4.1 Constraints on the Weak Mixing Angle and the Neutral-Current
Quark Couplings

It can be seen from Figure 2.4, that previous experimental measurements over
a range of Q% have been successful in verifying the Standard Model prediction of the
running of sin?#,,. When published, a 4% measurement of the weak charge of the
proton will result in a 0.3% measurement of sin? 63%(0) making it the most precise
measurement of this quantity at low Q. Even though the APV and E158 experiments

have established the evolution of the sin?#,, at low energies, due to the sensitivity of
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the weak charge of the proton to new electron-quark couplings, the Qyeax experiment
can provide constraints on possible extensions of the Standard Model as discussed
below.

At > <« My, the weak interaction mediated by the exchange of a Z° in
electron-proton scattering, reduces to an effective four-Fermi interaction defined by

[38]
G
L% = —7; Z [Clqlieruy uetigytg + CoglieVutelgy' Y ug) (2.13)

q
where the tree-level vector and axial-vector neutral-current couplings of the electron
and the quarks (gy/%, ¢5%) modified to g5 g{. — C1, and gy.¢g% — Csoy. Ciy, Coy are called
the renormalized neutral-current quark couplings or the effective quark couplings.
In electron-hadron scattering, the linear combinations (Cy, + Ci4) and (Ch, — Chq)
give the coupling to the isoscalar and isovector hadronic neutral-currents [28]. The
values of these linear combinations away from the Z-pole are extracted from the
asymmetry measurements of atomic parity violation (isoscalar) and parity violating
electron scattering (isovector) experiments. Figure 2.5 shows the current experimental
limits on these couplings compared to the Standard Model value. The grey ellipse
indicates the existing experimental bounds on the effective quark couplings are in
good agreement with the Standard Model value. To-date, the APV experiments from
large nuclei, such as Cs and Th, provide the most strict bounds on the isoscalar
combinations. A 4% measurement of Q¥ which agrees with the Standard Model
prediction, will provide the most strict bounds on the isovector combination. Together
the two types of measurements will be able to provide further constraints on the

possible extensions of the effective quark couplings.

2.1.4.2 Sensitivity to New Parity Violating Physics

With a 4% overall precision, it is probable that a deviation observed in the

Qweax measurement from the Standard Model prediction

(Qﬁ;)Naw = (Q;Z;)Exp — (Qi)SMu

can hint at the presence of new parity violating physics. By supposing this new

physics interaction follows the dynamics of the Standard Model, the corresponding
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low-energy effective Lagrangian of the electron-quark interaction takes the form [40]
g _ _
Lyaw = A2 L Y5 e Z hi tgyHug, (2.14)
q

where ¢ is the coupling constant, A is the mass scale and h{, are the effective quark
couplings associated with the new physics. Assuming the strength of the interaction
is determined by the mass scale A with the coupling ¢ of order 1, at a 95% C.L, a 4%

measurement of () is sensitive to new physics in the mass scale of

1 1

A= < 2 TeV, (2.15)
V226 | 2007,

(see Figure 2.6).

The new physics in Equation 2.14 could be a result of several particles and
higher order loop corrections predicted by possible extensions to the Standard Model
such as extra gauge bosons Z' in Grand Unified Theories (GUTSs) [42], SUSY Loops
and R-Parity violation (RPV) in Supersymmteric (SUSY) string theories [43] and
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Figure 2.5: Constraints on the effective quark couplings C7,, and C', from the existing
APV and PVES experiments. The grey filled contour represents the global fit at 90%
C.L. The Standard Model prediction is given as a function of §% = sin?6@j:”. The
Standard Model best fit value at 57, = 0.23116 is also shown and is in excellent
agreement with the current experimental bounds. Figure from Ref. [38].
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leptoquarks [44]. While these particles can only be observed in direct searches carried
out at high energy colliders, low energy parity violating measurements like Qearc can
also detect their presence as deviations in their measured observables. In an event
these new interactions are observed by any of the high energy experiments, a precision
measurement of Q¥ will be able to provide limits on their weak charges and couplings
to fermions [40].

Together with the measurements of the weak charge of the electron, a mea-
surement of the weak charge of the proton will be able to distinguish between various
new physics as summarized in Figure 2.7. While the weak charge of the electron
is sensitive to new PV physics which couples to electron-electron vertices, the weak
charge of the proton is sensitive to new PV physics which couples to electron-quark
vertices (such as leptoquarks) making them excellent complementary probes of new
physics. The E158 experiment made the first measurement of the weak charge of the
electron which resulted in a ()5, = -0.053 £ 0.011 [45]. Although this measurement is
consistent with the Standard Model value, their acquired precision is twice as much
as the proposed error and larger than the shifts expected by new physics shown in
Figure 2.7. The proposed MOLLER experiment [46] at the Jefferson Lab plans to
make a 2.3% measurement of the Q¢ (£ 0.001) which will be four times more sensitive

to deviations caused by new physics shown in Figure 2.7.
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Figure 2.6: Sensitivity of the mass scale A of new PV physics to the relative precision
of the Q¥ measurement. A 4% measurement of Q¥ will rule out new particles with
mass less than ~ 2.2 TeV with 60% C.L and mass less than ~ 3.2 TeV with a 95%
C.L. Figure from Ref. [41].
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2.1.5 Theoretical Interpretability

As a probe of new physics, a precision measurement of ) needs to have the
minimal theoretical uncertainties associated with radiative corrections and hadronic
contributions. The use of the following technique to extract Q)2 keeps the theoretical
uncertainty on the measurement at the ~ 2% level, well below the total anticipated
uncertainty of 4%.

The Q* dependence in Equation 2.9 indicates that at very low Q*, the Q*Q?,
term will dominate over the Q*B(Q?) term. But then the physics asymmetry will be in
the few ppb (parts per billion) range making it more difficult to measure. The strategy
of the Queax €Xperiment was therefore, to use an optimum Q? of 0.025 (GeV /c)? which
can minimize B(Q?) without minimizing the measurable asymmetry considerably.
One can then use a fit on the world data on parity violating electron scattering from
nucleons to minimize the theoretical uncertainty associated with B(Q?), namely the

weak form factors. Figure 2.8 shows this anticipated method [47] of extracting QF

| |
—O— +£0.0029 Experiment O~ £0.0040
| |
I |
— SUSY Loops —
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— £ 7 ——
| |
—_—T RPV SUSY -~
| |
1 Leptoquarks |
1 |
t U
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Figure 2.7: Expected deviations from the Standard Model predictions of the weak
charge of the proton Q¥ (left) and the weak charge of the electron Q¢ (right) due to
effects of new physics predicted by some of the Standard Model extensions in phase
space allowed at 95% C.L by existing data. Figure from Ref. [40]. Note that the
Standard Model value of Q¥ used by authors of Ref. [40] for this work have since
been updated with the improvements in electroweak loop corrections (see Subsection
2.1.5).
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Figure 2.8: Anticipated methodology to extract (¥ by using existing world data
on PVES from proton targets to constrain the hadronic term B(Q?). All the data
points are normalized according to Equation 2.16 such that the extrapolation to
@Q* = 0 will result in @Q?. The triangular data point (red) represents the previous
experimental limit on Q¥ using the APV Cesium measurement and the star represents
the Standard Model prediction. The solid curve represents the best fit and the shaded
region indicates the associated 1o error bounds on the global fit to all electroweak
data. Figure from Ref. [47].

using world data on PVES. The normalized asymmetry is given by

MmO 0*B(@Y) (2.16)
LR < _GF ) w : :
2

dran/2

The remaining theoretical uncertainties in the Q) measurement comes from
electroweak radiative corrections to the parity violating cross-section arising from
vertex, self-energy, vacuum polarization and the interference of the one-photon and

two-boson exchange processes which modify the scattering amplitudes as
M — M7+ MY and MZ = MZ 4 MV MP, (2.17)

With these electroweak radiative corrections, the tree-level formula of () given
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in Equation 2.10 modifies to [40]

Q8 = [pve + A[1 — 4sin?025(Q* = 0) + A, + Oww + Ozz + Opz, (2.18)

where Ap gives the modification to charge and neutral current couplings due to self-
energy corrections, A, and A, gives the vertex and external leg corrections to the
Z boson axial-vector and photon couplings, Oy ,0z, give the pure WW and ZZ
box corrections and O, gives the cross-box or interference corrections. Table 2.2

summarizes the magnitudes of these corrections.

Table 2.2: Electroweak radiative corrections applied on the weak charge of the proton
in Equation 2.18 [41].

Electroweak Correction | Value
PNC 1.047

A, -0.001

A, -0.001

Oww 0.019

mp 0.002

0,z 0.004

2.2 The Beam Normal Single Spin Asymmetry Measurement

The beam normal single spin asymmetry (BNSSA) generated by the scatter-
ing of polarized electrons from unpolarized protons is a possible false background
asymmetry in parity violating electron scattering experiments (PVES). Theoretical
calculations of the size of this parity conserving asymmetry indicates that it can
be several orders of magnitude larger than the parity violating asymmetry. This
prompted the Quear collaboration to make a dedicated measurement of the beam
normal single spin asymmetry. But in its own perspective, a beam normal single spin
asymmetry measurement provides direct access to the two-photon exchange process
which is required to properly estimate the electron-nucleon scattering cross-sections

beyond the Born approximation as discussed in the following subsections.
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2.2.1 Electron Scattering in the Born Approxrimation

Usually, the scattering cross-section in elastic electron-nucleon scattering is
derived to the first-order in the fine structure constant («). This only involves the
contribution of the single-photon exchange process (Figure 2.9a) which is known as

the Born approximation. For the elastic electron (e) nucleon (N) scattering
e(k) + N(p) = (k) + N (p')

with the four-momenta %, p, ¥ and p’, the differential scattering cross-section in the

Born approximation is given by

do O Mott
@ — Mot . 2.1

In Equation 2.19, 0.4 is the cross-section for scattering of a point like fermion

from another fermion and is given by [48]

aFE' cos®(0/2)
4E3sin*(0/2)’

OMott =

where E(E') are the initial (final) energy of the electron, 6 is the scattering angle, €

(longitudinal photon polarization) and 7 are as defined in Equation 2.6 and

OBorn = 5G2E(Q2) + TG?\/[(Q2)7 (220)

is the reduced Born cross-section given in terms of the Sachs form factors.

In the Born approximation, higher-order processes involving more than one-

(a) First-order (b) Some of the second-order processes

Figure 2.9: First-order and some of the second-order (o) Feynman diagrams in
electron-proton scattering.
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boson exchange and loop corrections (see Figure 2.9b) are treated as standard ra-
diative corrections developed by Mo and Tsai [1] back in 1968. These higher order

corrections modify the final cross-section as
0 = UBorn(l + 6Virt. + 6B7"ems.>7 (221)

where 0y, is the correction for the particles exchanging a second virtual photon
(self-energy, vertex energy and two-photon exchange) and gy ems. is the correction for
energy loss due to real photon emission. The largest correction comes from the dy,..
which is dominated by soft processes®. Depending on the kinematics, the net radiative

corrections are seen [49] to be as large as 30% of the uncorrected cross-section.

2.2.2 Scattering Beyond the Born Approximation

Using the kinematics introduced in the previous section, the total scattering
amplitude for elastic scattering of two spin-half particles beyond one-photon exchange
approximation can be parametrized [3] using six independent helicity amplitudes. Out
of these helicity amplitudes, three do not involve a flip of the electron helicity and

can be written as a linear combination of the form

¢ - Pty KPH

TNon—fli;D = Q2ﬂ(k/7 h/)’}/“U(]{?, h) X a(plu )‘/N) (éMW” - F2M + F3W) U(p, AN)

(2.22)

The remaining three amplitudes do involve a flip of the electron helicity and

are written as a linear combination of the form [50]

€ me
QM
o Byl W yysu(k, b)-a(pf, Xo)ysu(p, M)

~ ~ v.K
Thip = a(k', W yu(k, h).a(p', Ny) <F4 + Fﬁﬁ) u(p, Aw) (2.23)

where u(p), u(p’) and u(k), u(k) are the spinors of the nucleon and the electron respec-
tively and h(h'),An(\y) are the initial(final) helicity of the electron and the nucleon
respectively. The functions Gy, Fy, F3, Fy, F5 and Fy are complex functions of v and

(Q)? where

p+p and K_k+k’
2

v=KP with P=

2The interaction of the virtual photon with the hadron occurs at vanishing momentum transfers.
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and in the Born approximation they become the usual Pauli and Sachs form factors

of the nucleon,

GY™ (. Q%) = Gu(@%),  F"(1,Q%) = Fa(Q%) and  FT (v, Q%) = 0. (2.24)

Since ngg@ and the v dependence of GG, and F5, vanish in the Born approxi-

mation, they carry contributions from higher order processes with at least two-photon
exchange between the nucleon and the electron. The reduced scattering cross-section
with contributions from processes beyond the Born approximation is then

2 ; ) )
o=G2 + §G§3 + fGERe (6G s+ #Fg,) +2GyRe (3G + o

= Fg) +O(eM),

where Re denotes the real part, G B = G~M -1+ T)Fg and the v dependence of the
polarization parameter is given by
vi— MAir(1+7)

= . 2.2
c v2+ MAr(1+471) (2.25)

2.2.3 The Two-Photon Exchange Contribution

With precisions achievable by current and future elastic electron-nucleon scat-
tering experiments, the standard radiative correction treatment for the contributions
from higher order processes (embedded in the functions Gy and Fy3456) is seen to be
inadequate, most notably, in the calculation of the two-photon exchange contribution.
The standard radiative corrections of Mo and Tsai [1] treat the two-photon exchange
in the soft-photon approximation in which the interaction of the second photon with
the hadron is occurring at vanishing momentum transfer neglecting the contribution
from the hadronic structure. This results in an underestimate of the effective radia-
tive corrections as it was first shown by Maximom & Tjon [49] and later by Blunden
& Melnitchouk & Tjon[51] (see Figure 2.10).

2.2.3.1 Experimental Evidence

The first experimental evidence for the importance of the proper treatment of
the two-photon exchange correction was seen back in 2000 with the first measurement
[5] of the proton’s electric (Gg) and magnetic form factor (Gj) ratio using the po-
larization transfer technique [53]. This measurement, which is complementary to the

Rosenbluth separation technique [54], yielded a Gg/Gys ratio which deviated from



41

T T T T T T T T
0 B
0.01 Py
Q’=1GeV' ="
S o 5 002t Pt ]
Y ) 2 7
s
leo oo T
001 -
0044 .7/ 4
/
/
—-0.02 ’6
L 1 L 1 " 1 L 1 M —0.06 l, L 1 L 1 1 1 " 1 "
0 0.2 0.4 06 0.8 1 0 02 04 06 08 1
3 '3
(a) @*= 0.001 to 1 (GeV/c)? (b) @*=1to 6 (GeV/c)?

Figure 2.10: Difference § between the size of the radiative corrections calculated using
Blunden et al. treatment of the two-photon exchange and Mo & Tsai treatment (soft-
photon approximation) of the two-photon exchange in electron-proton scattering for a
range of Q? values. The Blunden et al. calculation which includes hadronic structure
differs from the Mo & Tsai calculation by as much as 1% to 6%. The differences are
largest in backward angle scattering. Figures from Ref. [52].

the Rosenbluth results at @Q* above 1 (GeV/c)®. This was a surprising result as it
contradicted the Q? scaling of the Gz /G ratio predicted by the Rosenbluth results
(see Figure 2.11a).

The Rosenbluth separation technique uses the € dependence of the unpolarized
elastic electron-proton scattering cross-section given in Equation 2.20 at fixed Q? to
extract G3, (from the intercept) and G% (from the slope) separately. The polarization

transfer technique on the other-hand uses the relationship

PT 2e GE
- _ 2.2
PL ’7‘(1‘|—€) (Gﬁ\/[)7 ( 6)

in polarized elastic electron-proton scattering with Py being the longitudinal (trans-
verse) polarization of the recoiling proton in Born approximation, to extract the ratio
Gg/Gy. One can expect the two-photon effect to cancel out in the ratio Gg/Gyy
making the polarization transfer method insensitive to the two-photon exchange to a
certain degree.

After eliminating systematics in both experimental techniques, attention is
now being paid to the re-examination of the radiative corrections. What is required
to explain the Rosenbluth discrepancy is an effect that increases as e — 0 (backward

angle scattering) where the momentum transfer from the electron to the proton is
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large. Out of the standard radiative corrections, the two-photon exchange correction

2Re( M7 M)
M2

Oyy = (2.27)
was shown [3, 51, 55] to have this required ¢ dependence. In Equation 2.27, M7 is
the two-photon exchange contribution derived in the hard-photon treatment where
the effect on the hadronic structure from the second exchanged photon is consid-
ered. In contrast, Mo & Tsai ignores the effect on the hadronic structure from the
second exchanged photon, which leads to an under prediction of the two-photon cor-
rection. The Rosenbluth data corrected for the two-photon exchange correction in
the hard-photon exchange treatment are seen to be in a reasonable agreement with
the polarization transfer data (see Figure 2.11b).

However, the two-photon exchange calculations are not complete and have not
been tested over a wider range of kinematics. Even though most of the Rosenbluth
discrepancy is seen to be resolved at high Q?, the effect of the two-photon exchange

at lower Q? is yet to be properly investigated. In addition, as observed (see Figure
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Figure 2.11: Resolving the Rosenbluth discrepancy using the two-photon exchange
correction. (a) Proton’s electric and magnetic form factor ratio 1,Ggp /G (p, is the
protons magnetic moment) extracted from a global analysis of polarization transfer
(blue diamonds) and Rosenbluth separation (red circles) data. The two sets of results
start to deviate from each other above Q* of 1(GeV/c)?. (b) Same set of data but
after applying the two-photon exchange correction. The correction [4] has moved
the Rosenbluth separation results closer to the polarization transfer results. The
uncertainties in the two-photon corrected Rosenbluth separation data are partly due
to how well the two-photon exchange is known at large Q* and partly due to how the
ratio is extracted from the data. Figures and analysis from Ref. [55].
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2.12) by the GEp2vy experiment [56] recently, the two-photon exchange effects on the

polarization transfer observables may not be negligible at forward angles as initially
thought to be. Quoting authors in Ref. [52],

”.. modern calculations of two-photon exchange corrections can resolve

most of the observed form factor discrepancy and are consistent with all
other experimental constraints; however, it will be tmportant to test their

validity over as large a range of observables and reactions as possible.”

2.2.3.2 Two-Photon Effects in Other Reactions

Apart from the proton’s form-factor ratio, a proper interpretation of the two-
photon exchange process benefits other types of reactions. Measurements of the cross-
sections of these reactions are used to extract information on the hadron structure
such as the form factors of the neutron, pion and heavy nuclei (deuteron and *He).

As an example, measurements of the neutron’s form factor ratio carried out
at forward angles (e ~ 0.9) and Q*= 1.45 (GeV/c)? have shown [57] that the two-
photon exchange correction on the cross-section is about 2.5%. Since the neutron
electric form-factor is small compared to that of the proton, two-photon exchange

contribution can be more prominent in the extraction of the neutron’s form factor
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Figure 2.12: Ratio of the measured longitudinal polarization Py to PP where PP

is calculated using the Born approximation at a Q* of 2.5 (GeV /c)?. The results show
a 2.3 = 0.6% enhancement in P, at large € relative to the Born approximation [56].
The curves are calculations of P, with two-photon exchange correction from a GPD
based model and a hadronic model. Theory curves indicate an increase in the two-

photon exchange effect as € — 1 but under predicts the measurement. Figure from
Ref. [56].
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ratio. This then can effect a few percent precision extraction of the electric and
magnetic form factors unless the two-photon exchange contribution is properly taken
into account. In addition, the treatment of two-boson exchange (TBE) box corrections
to parity violating electron scattering benefits from an understanding of the two-
photon exchange mechanism which is similar in many ways [58]. In precision PV
measurements (like Qyeax) that tests the Standard Model, it is important to reduce
the theoretical uncertainties associated with these TBE corrections as mentioned in
Subsection 2.1.5. Moreover, the main physics analysis of this dissertation, the beam
normal single spin asymmetry, is generated by the two-photon exchange process and
is a systematic in parity violating electron scattering experiments (PVES). The model
dependence of the two-photon exchange calculations prevents PVES from relying on
calculations to determine the magnitude of the systematic due to the large theoretical
uncertainties which can be as large as 50% (more on this will be discussed later).
Together with the form factor ratio measurements, all of these reactions pro-
vide compelling reasons to properly benchmark the two-photon exchange models using

experimental inputs.

2.2.4 Experimental Inputs of the Two-Photon FExchange

Observables which provide direct access to the two-photon exchange process
fall into two categories. Observables of the real part of the two-photon amplitude
and observables of the imaginary part of the two-photon amplitude. The following

are the well known examples of these categories.

2.2.4.1 (e p) and (e*p) Ratio

The observable which provides direct access to the real part of the two-photon
exchange amplitude is the ratio of electron-proton (e~ p) and positron-proton (e*p)

scattering cross-sections [4]

sotr M 2Re (M M)
oc P M2+ 2Re (MM

—1—2[0,, — dyr(MoT)], (2.28)

where 0., is as defined in Equation 2.27 and 6;z(MoT') is the IR divergent two-
photon exchange correction determined in the Mo and Tsai [1] prescription. This
observable was in fact used [59-62] to provide early experimental limits on the two-

photon exchange correction to the Rosenbluth separation technique. These early
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measurements (see Figure 2.13a) showed the two-photon correction was less than 1%
over a range of Q? from 0.01 (GeV/c)® to 5 (GeV/c)?.

A re-examination done on the same set of data, after the observation of the
Rosenbluth discrepancy, indicates that the previous estimate might have been dom-
inated by the low-precision high Q* data (see Figure 2.13b). Moreover, these early
measurements only have positron data with a full € range below a Q* of 2 (GeV/c)?

where the Rosenbluth discrepancy is not significant. Still, an analysis [63] of the ¢
etp
dependence of these low Q? data shows a significant ¢ dependence of the ratio

which corresponds to a 2.8% partial increase in the observed Rosenbluth slope. Since
the average Q of the data is about 0.5 (GeV/c)?, it is insufficient to make the full
two-photon correction required to explain the Rosenbluth discrepancy above a ()
of 2 (GeV/c)®. But recently completed high precision (~1%) measurements [64, 65]
of e + p and e™ + p ratio are expected to make significant improvements to the

two-photon correction estimate in the future?.
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p— ratio [59-62] (a) as a function of Q* with the
constant fit 1.003 & 0.005 and (b) as a function of & for measurements with Q* <
2(GeV/c)? with a slope (5.7 + 1.8)%. The constant fit in (a), driven by the small
uncertainties on the low Q* data, was thought to indicate the size of the two-photon
exchange correction to be (0.15 £ 0.25)% [63]. However, the ¢ dependence of the low
@* data analysis done 30 years later shown in (b) indicates there is a ¢ dependence
in the ratio. The different colors indicates measurements by different experiments.
Figures from Ref. [63].

Figure 2.13: Measurements of the

3See Ref. [66] for the preliminary results from the measurement done by the CLAS collaboration.
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2.2.4.2 Single Spin Asymmetries

An observable which is directly proportional to the imaginary part of the two-
photon exchange amplitude is the single spin asymmetry measured in electron-nucleon
scattering when either the target (target normal) or the electron (beam normal) is
polarized normal to the scattering plane.

Both target and beam normal single spin asymmetries are time-reversal invari-
ant, parity conserving observables which vanish in the Born approximation. They are
generated by the interference of the one-photon and two-photon exchange processes
and have the form [67]

Sm [Z (M”’)*(Abs/\/lw)]

A:UT—0¢:
oo > [MP |

spins

(2.29)

where o 1 (0 |) denotes the scattering cross-section for spin parallel (anti-parallel)
to a vector 7 = 22 normal to the scattering plane, Sm is the imaginary part and

kxk|
AbsM™ is a sum over all the possible intermediate states in the two-photon exchange

process. In terms of the amplitudes given in Subsection 2.2.2, the target normal single

spin asymmetry is given by [68]

_ Jle(l+¢€) (g €0\t
An = (6 + ;GE) (2.30)
_ . . 9 .
X l—GM%m (5GE + #Fg) + GpSm <5GM + fg#fg)} +0O(eh),

and the beam normal single spin asymmetry is given by [50]

1

2, 1 -
B, = g V2T =)y /1+— (G@ + §Gg) (2.31)

1 vV o~
H——TMF)} +O(e").

~ 1 v
X |:—TGM%m <F3 + H—TW

Fs) — GpSm <F4 +

To calculate either quantity theoretically, one requires the knowledge of the
invariant functions F374,5 and G wm,e- As mentioned in Subsection 2.2.2, these functions
carry contributions from the higher order-processes like the two-photon exchange and
are not readily available. The approach which is used to overcome this difficulty is

to derive an expression for the right hand side of Equation 2.29 by modelling the
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imaginary part of the two-photon exchange using well known experimental inputs on
the Compton scattering. This modelling of the hadronic tensor gives rise to a model

dependence in the single spin asymmetries.

2.2.5 Imaginary Part of the Two-Photon Exchange

The imaginary part of the two-photon exchange is modelled by treating the
two-photon exchange with the nuclei as a Compton scattering of two virtual photons
off of the nuclei also known as the Doubly Virtual Compton Scattering (DVVS) as
shown in Figure 2.14. Using the DVVS tensor, the absorptive part of the imaginary
part of the two-photon exchange is given by [69]

— —
]{7 ‘2d“{?1|ko _ 1
Ab 7 = et |1—1 k' k )y k pv 2 N2
sM e 2By, (2 ) (k") v (k1 +me)yu( )Q%ng (w,Q7,Q3),

(2.32)

where k; is the four-momentum of the intermediate electron, €2, is the solid angle of
the external electron, W is the hadronic tensor, Qf(z) = -q%@) is the four-momentum
transfer to the first (second) photon and w is the invariant mass of the intermediate
hadronic state.

The hadronic tensor W* is the absorptive part of the DVVS tensor for all
possible on-shell intermediate states X, where X = N (nucleon) for ground and X

= N, 7N, .. for excited intermediate states. For the ground state, W"" is exactly

Figure 2.14: The Compton scattering treatment of the two-photon exchange process.
Neglecting the electron line, the two sectors separated by the dash line can be thought
of as Compton scattering of two virtual photons. The blob represents all the possible
intermediate states (ground and excited) of the nucleon. k; is the momentum of the
intermediate electron and ¢ = k — k; and ¢o = k; — k' are the four-momentums
carried by the virtual photons.
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calculable using on-shell electromagnetic form factors of the nucleon. For the excited
states, the DVVS tensor depends on 18 invariant amplitudes [70]. But the resonance
form factors of all the possible nucleon resonances are not known. Therefore to de-
termine these invariant amplitudes, different methods have been used to relate the
amplitudes to well known experimental inputs on Compton scattering. But these in-
puts depend on the kinematics (see Table 2.3). The calculated invariant amplitudes
are used to determine the functions ]53,475 and G wm,p Which can then be used to de-
termine B,, and A,. There are several available models of single spin asymmetries as
shown in Table 2.3. For a single kinematic, there may be several calculations avail-
able. One has to select which model is suitable to predict the single spin asymmetries
at the desired kinematics. Since the calculations differ from one another due to either
the types of inputs used or parametrization of the inputs, the uncertainty associated
with the choice of model is large. This will be discussed in view of the beam normal
single spin asymmetry in Subsection 2.2.6.1.

Based on model calculations, at few GeV electron energies, the target normal
single spin asymmetries are in the order of 10* ppm and the beam normal single
spin asymmetries are in the order of few ppm [72]. But unfortunately, there are no
known measurements of the target normal single spin asymmetries for elastic electron
scattering which is of interest for the two-photon correction on the cross-sections.

All existing measurements [76, 77] of the target normal single spin asymmetries are

Table 2.3: Some of the available model calculations of single spin asymmetries, their
experimental inputs and kinematics.

Model Q? or E Input

Diaconescu & Musolf <1 GeV This is an effective field theory

[71] calculation.

Pasquini & Vander- < 3 GeV MAID electroproduction ampli-

haeghen [72] tudes

f}%g?nasev & Merenkov Q*> -0, E > 1 GeV | Photoproduction cross-sections

Borisyuk &l . .0, Q° . .

Kobushkin [74] sin §ln—2 > 1 Photoproduction cross-sections
2 2

Gorchtein [75] 6;2 6-<4§ .é(fve\// <) B Photoproduction cross-sections

Gorchtein & Guichon | Q* >1(GeV/c)? (par- | Generalized Parton Distribu-
& Vanderhaeghen [50] | tonic regime) tions
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performed in the deep inelastic region. These resulted in asymmetries which are
zero within the large uncertainties of the measurements. However, with the precision
achievable with the present parity violating electron scattering (PVES) experiments,
measurements of the beam normal single spin asymmetries have become possible
as ancillary measurements. The parity violating electron scattering experiments use
longitudinally polarized beams and therefore the only configuration change needed for
a beam normal single spin asymmetry measurement is changing the beam polarization

orientation from longitudinal to transverse.

2.2.6 Beam Normal Single Spin Asymmetry in Electron-Nucleon

Scattering

The beam normal single spin asymmetry (BNSSA) is measured by scattering
transversely polarized electrons off of unpolarized nucleons. The asymmetry measured
in a detector placed in the scattering plane has an azimuthal angle dependence given
by

Bu(¢.) = BnS.i = —B,|S| sin(¢. — o), (2.33)

where S is the electron spin in the transverse direction, n is a unit vector normal to
the scattering plane, ¢, is the azimuthal angle of S and ¢ 1s the azimuthal angle
of the scattering plane (see Figure 2.15). Therefore, by placing a detector at ¢,
the beam normal single spin asymmetry can be measured and extracted from the

asymmetry measured in the detector.
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Figure 2.15: Kinematics of an electron spin polarized in the vertical transverse di-
rection scattering from an unpolarized nucleon. The initial (final) momentum of the
electron is given by k (k). See text for explanation.
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2.2.6.1 Model Calculations

Subsection 2.2.5 presented a list of available models for single spin asymme-
tries. As noted before, these models are valid for specific kinematics and for a given
kinematic, there may be more than one model calculation to choose from. This sub-
section will discuss the model dependence of the calculations and how the models
compare with existing measurements. The first published model calculation of the
beam normal single spin asymmetry was performed by Afanasev & Merenkov [78]
(A&M) for very forward angles (Q* << s) and high energies. They used the optical
theorem to relate the Compton amplitude to the total photoproduction cross-section
considering inelastic intermediate states of 7N, 7w N. This resulted in beam normal
single spin asymmetry which are negative and are in the order of few ppm. The
calculated asymmetries are large at backward angles. At higher energies, the to-
tal magnitude was dominated by the contributions from excited intermediate states.
However, this model failed to match the first measurement of BNSSA by the SAMPLE
experiment [79] (see Figure 2.16a).
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(a) Afanasev & Merenkov (b) Diaconsecu & Musolf

Figure 2.16: Comparison of BNSSA measurement from the SAMPLE experiment
to the calculation from models using only the nucleon intermediate state. (a) De-
pendence of BNSSA on the center of mass angle in the hadronic framework. (b)
Dependence of the BNSSA at fixed scattering angle on the beam energy in an effec-
tive field theory with pions integrated out. Dashed line is the leading order result
and the solid line is the full calculation. Data point is from the SAMPLE experiment
with energy = 200 MeV and laboratory scattering angle = 146.1°. Figures (a) from
Ref. [78] and (b) from Ref. [71].
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Surprisingly, the Diaconescu & Musolf [71] (D&M) model using perturbation
theory to estimate the elastic intermediate state contribution to second order in E, /M
(the pions were integrated out) were able to predict a value for BNSSA at SAMPLE
kinematics (see Figure 2.16b). Since the SAMPLE measurement was carried out at
the pion threshold, the inelastic states with the pions in the intermediate state should
be accounted for in the full calculation of the BNSSA. None of the existing theoretical
models using pion intermediates states have been able to explain this large asymmetry
measured by the SAMPLE experiment yet.

Later calculations of the beam normal single spin asymmetry includes the
Pasquini & Vanderhaeghen [72] (P&V) model for the resonance region below and
around the two-pion threshold. Here, the imaginary part of the two-photon exchange
is estimated by using the unitarity relation to express the Compton tensor in terms
of the pion electroproduction amplitudes from MAID [80] assuming 7N intermediate
states. This model calculation failed to describe the SAMPLE result (see Figure
2.17a) but it was able to partially explain the forward angle measurement done by
the A4 experiment and some of the backward angle measurements later done by the
GO and the A4 experiments [81] (see Figure 2.17b).

‘?2 5 0:_
E = P&V
2 o
E -50r
5 100
‘ 150
02 04 06 08 1 12 14 .2000— P P P PRI
Beam Energy [GeV] 0.2 0.4 0.6 o.sEnergy (1GeV)
(a) Ad4-forward angle (b) Backward angle

Figure 2.17: Comparing forward angle (a) and backward angle (b) scattering measure-
ments of BNSSA to model calculations using 7N in the excited intermediate state.
(a) dash-dot-dot line is the calculation by Diaconescu & Musolf, dash-dot (dash) line
is the contribution from the ground (excited) state as calculated by Pasquini & Van-
derhaeghen and the thick line is the full calculation by Pasquini & Vanderhaeghen.
(b) The three colors represents the Pasquini & Vanderhaeghen model predictions for
Ocrn = 120° (black), b, = 130° (red) and 6., = 150° (blue). The overlapping lines on
the top, drawn close to zero, represents the ground state contribution and the lines
on the bottom gives the full calculation. Figures from Ref. (a) [82] and (b) [81].
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Since then, several model calculations [73-75] using the quasi-real Compton
scattering approximation have pointed out the necessity to use multiple pion exci-
tations in the excited intermediate states at energies around or above the two-pion
threshold. These calculations, though using different parametrization of the photo-
production cross-section, produced estimations for the GO-forward angle beam normal
single spin asymmetry measurements which are similar to one another but larger than
the measured value (see Figure 2.18). At 95% C.L, the 20° angle measurement in-
dicates an under prediction from the Pasquini & Vanderhaeghen model and an over
prediction from the Afanasev & Merenkov and Gorchtein models. Regardless of the
measurements, the model calculations in the forward scattering kinematics are dif-
ferent from one another by at least a factor of two. From the preceding discussion,
one can see that model calculations of the beam normal single spin asymmetry are
dominated by the contributions from the excited intermediate states, the magnitude
of the asymmetry depends on the types of intermediate states considered (mN over
7w N), some models are better at predicting BNSSA in backward angle high energy
scattering than forward angle low energy scattering, and the uncertainty associated
with the choice of model at forward angles can be about 50% of the size of the asym-
metry. Overall, the model calculations are not complete due to the treatment of the
two-photon exchange. This is the same difficulty observed in the determination of
the two-photon exchange correction on the cross-section measurements discussed in

Subsection 2.2.3. Although the large theoretical uncertainty is the driving factor for
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Figure 2.18: Comparing measurements of BNSSA to model calculations which use
7N in the inelastic intermediate state (MG, A&M) and Pasquini & Vanderhaeghen
which use 7N intermediate states. The measurements are from the GO-forward angle
measurement at beam energies of 3 GeV [83]. Figure from Ref. [83].
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beam normal single spin asymmetry measurements by PVES experiments, these mea-
surements can be used to improve model calculations of the single spin asymmetries

and the two-photon exchange process.

2.2.7 As a False Asymmetry in PVES

The beam normal single spin asymmetry becomes a false asymmetry in parity
violating electron scattering experiments when there is residual transverse polariza-
tion in the electron beam and the azimuthal symmetry of the detector array is broken.

This results in a small azimuthal modulating asymmetry in the measured asymmetry
AMsm = P APV + B, Prsin(¢. — ¢5), (2.34)

where Ppp) stands for longitudinal (L) and transverse (T) polarization of the beam.
Depending on the magnitude of the false asymmetry term, either a systematic cor-
rection or an uncertainty needs to be assigned to the parity violating asymmetry
measurement to take this into account.

As an example, a 4% residual transverse polarization in the beam will result

in an azimuthal modulating false asymmetry of
B, Pr = =5 ppm x 0.04 = 0.2 ppm,

where -5 ppm is used as an estimate for the magnitude of the beam normal single spin
asymmetry at Queax kinematics. If the detector array is perfectly symmetric in the

azimuthal plane, then the contribution from this false asymmetry will be zero since

27
/ sin(ge — Gyde, = 0. (2.35)
0

But realistically the modulating factor is not zero due to the difficulties as-

sociated with building a perfectly symmetric detector array. A modulating factor of

27
/ sin(¢ge — ¢5dd. = 0.01 (as an example) will generate a false asymmetry of
0

B, Pr x 0.01 = 0.002 ppm, (2.36)

which is called the leakage of the beam normal single spin asymmetry, or the BNSSA
leakage. For the Quear parity violating asymmetry in the order of -0.2 ppm, this yields
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a systematic correction of 1%. Unless the beam normal single spin asymmetry is well
known, a 1% correction could accompany the systematic error which could affect the
precision goal of the experiment.

Therefore, to properly correct for this false asymmetry, PVES experiments
like Quear Need to know the magnitude of the BNSSA at their kinematics, the size of
the symmetry breaking in their detector array and the amount of residual transverse
polarization in the beam. Since a measurement of beam normal single spin asymmetry
can yield all of these factors, PVES experiments prefer to measure the beam normal

single spin asymmetry as an ancillary measurement.
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3  Qweak Setup Design and Implementation

This chapter summarizes the specific design and performance of the experi-
mental setup in the context of Quear. Since the experiment was designed to measure
a less than parts per million parity violating asymmetry, all that is discussed here at-
tributes to the successful measurement of the order of magnitude larger beam normal
single spin asymmetry.

The main technical challenge to the Qe measurement was the proposed 2.5%
relative precision of the physics asymmetry of about -260 parts per billion (ppb) [84].
Table 3.1 shows the sources of statistical and systematic uncertainties associated with
this measurement as well as their projected contributions to the measured asymmetry
and the final weak charge measurement. In order to achieve these precision goals,
the experiment was built upon technologies that already exist at Jefferson Lab as a
result of previous parity violating experiments like GO [83] and HAPPEX [85]. Since
the Queax parity violating asymmetry and its absolute error is an order of magnitude
smaller than any of these previous measurements, a dedicated design, additional
control of systematics, and considerable modifications to hardware and software were

needed to reach the precision goals summarized in Table 3.1.

Table 3.1: Proposed error budget of the Qyeax experiment [86]. This includes con-
tributions from the different sources of error on both the parity violating asymmetry
and the weak charge of the proton.

PV

Source of Error AAf}DV A@%‘L
Counting Statistics 2.17 3.27.
Hadronic Structure - 1.57
Beam Polarimetry 1.07 1.57
Absolute Q? 0.5/ | 1.0
Backgrounds 0.77 0.77
Helicity Correlated Beam Properties | 0.5/ 0.87

TOTAL: | 267 | 427 |
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3.1 Design Parameters

The design parameters (see Table 3.2) of the experiment were chosen to achieve
the proposed statistical precision with minimum contributions from systematics. A
Q?* of 0.025 (GeV/c)? ensures minimum contribution from the proton structure (see
Equation 2.9) while providing an asymmetry large enough to measure with the quoted
statistical precision in several thousand hours. Since counting statistics precision goes

like
1

Ostat = \/—N’

with N being the total number of electrons collected, to reach the statistical goal
the experiment collected data for about two years with a high event rate, high beam
polarization, high beam current and a longer target. The high event rate also meant
that integration' of signals was required for data acquisition instead of counting. This
high-current running mode is known as the integrating-mode of the experiment. In
addition, background and Q* measurements were performed using low current (below
2 uA) beam where events were counted. This low-current running mode is known as
the tracking-mode of the experiment. Both running modes of the experiment required
separate data acquisition and analysis techniques which will be discussed in detail in
Chapter 4.

Table 3.2: Design parameters of the Queax €xperiment [84, 86].

Parameters Value

Full Current Production Running 2544 hours
Incident Beam Energy 1.160 GeV
Beam Polarization 887

Beam Current 180 pA
Hydrogen Target Thickness 35 cm
Solid Angle AQ=43 msr
Acceptance Averaged Q? (Q*)=0.025 (GeV /c)?
Nominal Scattering Angle 7.9 deg
Scattering Angle Acceptance 5.8deg —11.6 deg
Azimuthal Acceptance 49% of 27
Integrated Rate (all sectors) 6.5 GHz

! Collecting all the signals reported by the detectors within a given time period without any pre-event
selection.
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Figure 3.1 shows a Computer-Aided Design (CAD) diagram of the experi-

mental setup indicating different subsystems used for the integrating-mode and the
tracking-mode operations. During the experiment, polarized electrons were scattered
off the target inside the target chamber. Elastically scattered electrons with a nom-
inal scattering angle of 7.9° were selected and focused onto the array of Cerenkov
main detectors using a combination of collimators and a toroidal magnet. In the
tracking-mode, a tracking detector system consisting of drift chambers and a trigger
scintillator were used to detect electrons in background and * measurements (see
Section 3.8). The following subsections will highlight the importance, utilization and

performances of these subsystems.

3.2 Polarized Electron Beam at Jefferson Lab

The Superconducting Radio Frequency (SRF) Continuous Electron Beam Fa-
cility [87] at Jefferson Lab is one of the pioneering accelerator facilities in the world

to provide electron beams of several GeV required for probing the nucleon structure.

Vertical Drift Chambers
Upstream LUMIs (Region 111)

LHpTarget chamber Horizontal Drift Chambers
(Region 1)

e beam ‘ > to beam
—> -
dump
Y

Trigger Scintillator

Pb Collimators QTOR

Figure 3.1: The CAD diagram of the side-view of the Queax apparatus highlighting
the different subsystems used during the integrating-mode (black) and the tracking-
mode (red/italic) operations. The distance along the beamline from the target center
to the center of the main detector array is 12.2 m and the length of a main detector
is 2 m. Figure from Ref. [84].
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Figure 3.2 shows the layout of the Continuous Electron Beam Accelerator
Facility (CEBAF) accelerator highlighting its main components relevant for this ex-
periment. Three polarized electron beams corresponding to the three experimental
halls are created at the polarized source where they are combined to form a bunched
beam of 1.497 GHz. This beam is then sent through a series of spin rotators (see Sub-
section 3.2.3) located downstream of the polarized source to deliver the beam polar-
ization orientation (longitudinal/vertical/horizontal) requested by the experimental
halls. After spin manipulation, the beam is pre-accelerated to a 5 MeV energy and
later up to 67 MeV before being injected into the North Linear Accelerator (LINAC).
Each LINAC (North/South) provides 600 MeV of acceleration. Once the required
energy is achieved by each beam, they are extracted at the end of the south LINAC
and are transported into three experimental halls A, B and C. The remainder of the
beam after the interaction with the targets is sent into the beam dump for proper
disposal.

The Quear €xperiment was installed in the experimental Hall C and it utilized
the full polarized electron capabilities of CEBAF. A huge effort was made by both
the Queax Collaboration and the Jefferson Lab accelerator division to meet the parity
quality electron beam requirements of the experiment. A major part of my research
work was involved with achieving parity quality beam for the experiment by optimiz-
ing the polarized source performance. Therefore, in the following subsections more

details are presented about the performance of the polarized electron source.

Recirculation

5 MeV
Pre-acceleration

Spin

Rotators .
- South Linac

Polarized D,

Source .
& / Moller Polarimeter

Figure 3.2: Layout of the CEBAF accelerator highlighting some of its components
relevant to this experiment. Each linac is 1400 m in length. See text for explanation.
Figure from Ref. [88].
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3.2.1 Polarized Electron Source

Figure 3.3 contains a schematic of the CEBAF polarized electron source high-
lighting its main components, the electron gun and the laser table. The following

subsections describe the features and performances of these two components.

Electron Gun

H GaAs
i photocathode

Laser Beam

....................

Laser Table

el(jgtron beam

Figure 3.3: Schematic of the polarized electron source showing the paths of the laser
beams and the electron beam before reaching the injector.

3.2.1.1 The Inverted Electron Gun

The DC high voltage inverted electron gun [89, 90] at CEBAF, uses photo-
injection [91] from a GaAs photocathode placed in an inverted insulator inside a
vacuum chamber (see Figure 3.4) to generate photo-electrons. Compared to its pre-
decessors [92], the inverted gun is designed to operate at a high bias voltage of 200
kV. A higher bias voltage is expected to improve the beam transmission through the
injector thereby improving the parity quality of the beam. It is also expected to
prolong the lifetime of the photocathode by minimizing the overhead associated with
photocathode reactivation which affects the active running time of experiments.

However, field emission and operational limitations of some injector compo-
nents [92], restricted the operational bias voltage of the gun to 130 kV during the
Quweak €xperiment. Under this operational condition, with a charge lifetime? of 70 C
(see Figure 3.5a), the operation lifetime of the gun was about two weeks in a single
illuminated area/laser spot [89]. Therefore, the laser spot needed to be moved (see

Figure 3.5b) every two weeks during the running of the experiment. At this rate, a

2Charge lifetime denotes the total charge that can be collected from a photocathode before its
quantum efficiency drops to 1/e of its initial value.
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Figure 3.4: Cross section of the CEBAF 200 kV inverted electron gun. For scale, the
cathode/anode gap is about 6 cm. Figure from Ref. [90].

single photocathode allowed three months of high beam current operation for Qyeax
before running out of new spots and requiring reactivation. Since a reactivation re-
quires about a week, this improvement done to the charge lifetime by the Jefferson

Lab Polarized Source group was very helpful for maximizing Qyeax beam time.
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Figure 3.5: (a) QE efficiency curve from a single laser spot. From the fit, the charge
life time is 70C. (b) QE efficiency map of the CEBAF photocathode with four used
laser spots. Figures from Ref. [89].
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3.2.1.2 The Laser Table

At the laser table, three fiber-lasers [93] are used to generate the electron
bunches customized for polarization requirements of the three experimental halls.
The laser beams are initially linearly polarized®, Radio Frequency (RF) pulsed at
499 MHz and combined with a 120" separation in space. The combined beams are
then sent through a Pockels Cell (PC)* to convert their linear polarization to circular
polarization before they shine upon the photocathode in the gun as shown in Figure
3.6. The PC axis is aligned along the laser beam axis with its birefringent axis at 45°
to the vertical and horizontal axis. In order to convert linear polarization of the lasers
to circular polarization, an appropriate high voltage (typically + 2.5 kV) is applied
to the anodes of the PC inducing a £ 90° relative shift between its birefringent axes.
The direction of the resultant circular polarization is changed from left to right and
vice versa by alternating the polarity of the anode voltages using an optically isolated
Pockels Cell high voltage switch that is controlled by the helicity signal. The helicity

: Helicity Signal

Y
High Voltage Switch
E —-E

|
Hall C )l

—PCC > To Photocathode
Fiber Laser i k PC } L
] Y
RHWP
Hall A and Hall B
Laser Beams IHWP

Figure 3.6: Schematic of the laser table with components relevant for this discussion.
The three lasers are combined using a Polarized beam Combining Cube (PCC) before
being sent to the Pockels cell (PC) to be converted to circular polarization. The PC
high voltage is controlled by the helicity signal which decides the helicity of the
electrons, positive (4) or negative (-). The Insertable Half Wave Plate (IHWP) and
the Rotatable Half Wave Plates (RHWP) are used for controlling helicity correlated
false asymmetries. See text for explanation.

3Hall A and B are linear polarized in the horizontal plane and hall C is polarized in the vertical
plane orthogonal to A and B.

4Basically a voltage controlled half wave plate used to convert linear polarization to circular or vice
versa.
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signal is a pulse signal varying between 0 V and 1 V. The positive (negative) going
edge will control the PC to polarize the laser in right (left) circular direction which
will result in the emission of electrons with spin -1/2 (+1/2) or negative (positive)
helicity from the photocathode.

The Insertable Half Wave Plate (IHWP) and the Rotatable Half Wave Plate
(RHWP) are birefringent elements which were used to minimize helicity correlated
false asymmetries. The insertion of the Insertable Half Wave Plate (IHWP) changes
the spin of the electrons by 180" independent of the helicity signal. Therefore, adding
data sets with IHWP IN to the one with IHWP OUT provides the means to remove
helicity correlated false asymmetries. For this purpose, during the experiment, the
IHWP was inserted into the beam at time intervals of 8 hours called slugs. The
RHWP was used with two predefined rotations for IHWP IN and OUT states to
further minimize Helicity Correlated Beam Asymmetries (HCBA). These predefined
angles are determined during dedicated laser table setup studies. Part of my work
was to setup the laser table prior to running of the experiment. My work and the
helicity correlated false asymmetries resulting from it will be discussed in Subsection
5.1.2.

3.2.2 Helicity Generation and Fast Helicity Reversal

The most important property of the beam for a parity experiment is the he-
licity reversal which produces the experimental asymmetry. In the Jefferson Lab
polarized source, this is achieved by a pseudo-random helicity signal of 0 V and 1 V.
As mentioned earlier, the helicity signal is used as the driver signal of the Pockels Cell
to switch the polarization of the laser from left to right and vice versa. This change
in the polarization direction causes the spin of the electrons to flip by 180° resulting
in a helicity change. The helicity states are generated by a 30-bit pseudo-random
generator (see Appendix D.4 for the algorithm) with a sequence that repeats every
50 days for a 1 kHz helicity reversal rate and a four state helicity pattern [94]. The
randomness of the pattern ensures the cancellation of false asymmetries generated by
background signals which can contribute in a periodical manner to the experimental
signals.

The helicity signal can also induce a false asymmetry by leaking into experi-
mental signals. In order to prevent this, the helicity generator is placed in an electri-
cally isolated crate in the injector building and is powered by an isolated transformer.

Moreover, the helicity information sent to the experiment’s electronics, for recording
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purposes, is delayed by a fixed number of patterns (see Figure 3.7). This was a method

adopted historically by experiments running at Jefferson Lab, but to our knowledge,
the benefits were never quantified. In Section 5.2, I will present my findings from a
study carried out for Queax to determine the amount of false asymmetry induced by
the helicity signal at the parts per billion level.

To form an asymmetry, one requires a combination of helicity states (a pattern)
which can be either a pair, a quartet, an octet or a sextuplet and so on. The choice of
helicity pattern is based on the desired magnitude of systematic cancellation required
by an experiment. Based on various types of studies and tests [95] done prior to the
experiment, Queax chose to use quartets (either + - - + or - + + - ) with a helicity
reversal rate of 960 Hz and a two pattern delay in order to suppress common mode

noise coming from target boiling, power line harmonics and other noise sources.

3.2.3 Spin Manipulation with the Double Wien

As electrons travel through the accelerator, the spin precesses in the horizontal
plane. A spin manipulation system made out of two Wien filters [96] and two solenoids
(see Figure 3.8) located in the injector is used to ensure the spin orientation in the
experimental hall matches the experimental requirement. The vertical Wien filter is
used to rotate the spin in the vertical plane vertically up or down. The two solenoids
located after the vertical Wien filter are used to rotate the spin in the transverse
plane® by a £90°, each solenoid adding ~ +45" rotation. Finally, a horizontal Wien
filter is used to rotate the spin in the horizontal plane with respect to the direction

of motion of the electron beam.
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Figure 3.7: Timing diagrams of the true and delayed helicity signals. In the illus-
tration, the helicity signal is delayed by two quartets before being sent to the data
acquisition electronics.

°The plane normal to both the vertical and horizontal planes.
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Figure 3.8: Schematic of the double Wien spin manipulating system. The incident
spin orientation out of the electron gun is shown in green. Red (blue) indicates spin
orientation when the solenoids are set to flip the spin to beam right (left). Figure
from Ref. [97].

To get full longitudinal or full transverse polarization using this setup, the
two Wien filters and the solenoids are used with appropriate pre-calibrated rotation
angles. However, during the Qyeax €xperiment, using these pre-calibrated Wien angles
resulted in considerably different beam properties in the beam between the left and
right Wien flips. In addition, it was noted [98] during the preparations of the first
transverse measurement done in February 2011, that the vertical Wien had a 2° offset
which resulted in about 2% residual transverse polarization in the beam during the
Quweax commissioning period. A 2° to 3° offset is typically the uncertainty associated
with the Wien angle. Considering the beam parameter goals (see Section 3.4) and the
residual transverse polarization requirements of the experiment (see Chapter 7), it
was deemed necessary to recalibrate both the solenoids and the Wien filters for both
left and right flip settings. This recalibration was done using both the Hall C Mgller
polarimeter and the Mott polarimeter [99] in the injector. The Mott polarimeter
measures the transverse polarization in the beam at the injector. Studies carried out
using the combination of the two polarimeters provided the optimized angles shown
in Table 3.3.

During the experiment, the two solenoids were used to flip the spin from left
to right for time periods known as Wiens which spanned over several weeks. In
principle, Wien flips should cancel helicity correlated false asymmetries on a longer
time scale compared to the slugs (8 hour) introduced in Section 3.2.1. Since a Wien

flip is carried out using a magnetic field, it potentially provides non-invasive means
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Table 3.3: The Wien filter and solenoid angle settings used by the experiment. Run II
longitudinal settings are from January 13th 2012. Run I vertical transverse settings
are from February 8th, 2011 and Run II are from February 16th, 2012. Run II
horizontal transverse settings are from February 17th, 2012. The - (+) sign in the
solenoid angle indicates the electron spins are flipped to the left (right).

Configuration Vertical (deg.) | Solenoids (deg.) | Horizontal(deg.)
Run IT Longitudinal (left) 90.00 -91.95 -60.85
Run IT Longitudinal (right) 90.00 +88.71 -60.85
Run I Vertical 87.10 0.00 -63.22
Run IT Vertical 90.00 0.00 -60.85
Run II Horizontal 90.00 -91.95 29.15

to cancel helicity correlated false asymmetries generated by birefringence of optical

elements in the laser table.

3.3 Beam Polarimetry

The dominant experimental systematic uncertainty to the final parity violating
asymmetry measurement is expected to come from a 1% absolute error on beam
polarization (see Table 3.1). To help achieve this goal, two polarimeters were used:
the Hall C Mgller polarimeter and the Compton polarimeter. The Hall C Mgller
polarimeter is able to provide accurate absolute polarization measurements but it is
a low-current (about 1pA) invasive measurement. Therefore, for continuous beam
polarization measurements at high current, the experiment also relied on the newly

built Compton polarimeter.

3.3.1 Basel-Hall C Mgller Polarimeter

The Hall C Mgller polarimeter [100] uses the process of e~ + e~ — e~ + ¢~
(Mgller scattering) to determine the polarization of the electron beam. Since this is
a pure Quantum Electrodynamics (QED) process, its cross-section can be calculated
accurately leading to a precision measurement of the beam polarization. Figure 3.9
shows the layout of the Hall C Mgller polarimeter. The Mgller polarimeter was built
to measure beam polarization with an absolute precision less than 1% in 5 minutes
with a 0.47% systematic uncertainty [100]. It was designed to operate with currents

lower than 8uA. During the experiment, Mgller measurements were done invasively
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Figure 3.9: Layout of the Hall C Mgller polarimeter. During the experiment, Q3 was
powered off; only Q1 and Q2 were used. The plot on the right shows the scattered
electron profile overlayed with the acceptance of the detectors.

at low currents (1uA) three times a week. The typical longitudinal polarization

measured throughout the experiment was about 88%.

3.3.2 Hall C Compton Polarimeter

The Hall C Compton polarimeter [101] uses the process of Compton scat-
tering of polarized electrons from circularly polarized photons to provide two semi-
independent measurements of the beam polarization. An electron detector is used
to measure the asymmetry of the scattered electrons while a photon detector is used
to measure the asymmetry of the back-scattered photons (see Figure 3.10). Each
polarization measurement was complementary to the Mgller measurements. Due to
commissioning, the Compton polarimeter was only available to provide polarization

measurements starting from April 2011.
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)
S
\

Photon Detector

1.1 m

Figure 3.10: Layout of the Hall C Compton polarimeter. The electron beam is
presented in red, the scattered electrons are in black and the scattered photons are
in blue.
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3.4 Electron Beam Monitoring

Helicity correlated beam parameter differences are known to generate false
asymmetries into the measured asymmetries due to changes in the scattered electron
profile on the detectors. In principle, knowing the beam parameter differences accu-
rately enables experiments to remove these false asymmetries with the help of linear
regression (see Subsection 6.4.3). Therefore, an accurate determination of the beam
charge, position, angle and energy differences at the target was an essential part of
the overall setup. For this purpose, the experiment monitored several beam monitors
installed along the beamline (see Figure 3.11). The following subsections contain brief

descriptions of beam monitors which were essential for the experiment.

3.4.1 Beam Position

Beam position monitoring is carried out by the use of Beam Position Monitors
(BPM). All the BPMs monitored by the experiment were transport style Switched

Injector

B0 B >
< Accelerator >

Y

Polarized Source

@ Beam Position Monitors
@ Beam Current Monitors
@ Target chamber

I Toroidal Magnet

@ Main detectors

Figure 3.11: Schematic of the beamline from the polarized source to Hall C showing
the types of beam monitors used during the experiment (not to scale). Also shown
are the target, magnet and the main detectors for reference.
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Electrode Electronics (SEE) Beam Position Monitor (BPM)s [102] out of which twenty

four were located in the injector beamline and twenty three were located in the Hall
C beamline. Appendix A.1 lists all BPMs used by the experiment, their location
in the beamline and geometry settings. Since beam position monitoring was one of
my main responsibilities, this section will contain a detailed account of the type of
BPMs used by the experiment and the work done on them to meet the beam position

requirements.

3.4.1.1 SEFE Beam Position Monitors

For beam position and energy monitoring, CEBAF uses two types (SEE)
BPMs [103]: the linac style and the transport style. Both are able to operate at
beam intensities ranging from 50 nA up to 2 mA. In addition to regular position
and energy monitoring, these devices are also used as part of a Fast Feedback Sys-
tem (FFB) [104] in order to suppress position and energy jitter along the beamlines
leading to Hall A and Hall C.

The signal processing chain of an SEE BPM consists of a BPM canister with
four-wire stripline antennas connected to the beamline, a Radio Frequency (RF) mod-
ule located in the beamline tunnel, an Intermediate Frequency (IF) module and a
Sample and Hold (S/H) module located in a service building 10 feet above the beam-

line tunnel (see Figure 3.12).

To ADC
YP

S/H

Y

J

AN

R IF
|

Figure 3.12: Electronics chain of the transport style SEE BPM. The blue circle
represents the BPM canister with blue filled blocks representing the antennas. See
text for explanation.
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As the electron beam passes through the BPM, signals are induced in the

four-wire stripline antennas placed transverse to the direction of motion of the beam.
The amplitudes of the signals are proportional to the distance of the beam centroid
from the antenna and the frequencies are the same as the electron beam frequency of
1.497 GHz. The RF module switches between the positive and negative antenna pair
at a rate of 120 kHz [105] multiplexing the signals in the time-domain to generate
a one-signal conditioning chain (X+,X-, X+ ,X-... or Y+,Y-,Y+,Y-,..). The use of
multiplexing allows opposite antennas of X and Y to use the same RF chain thereby
avoiding gain drifts which can result in faulty reported positions. The multiplexed
signals are down converted from 1.497 GHz to 45 MHz before transmitting to the
[F' module where they are amplified with a three stage amplifier having a digitally
controlled gain. The amplified signals are down converted into a baseband signal of
14.8 kHz before being sent to the S/H modules. In the S/H modules, the X and
Y signals are de-multiplexed as a sequence of X+,Y+,X-Y-,.. signal before being
transmitted to ADCs to be read out via the experiment.

During nominal operations, the IF gain system maintains the output from the
[F' module between 1V and 4V regardless of the beam position in what is called the
auto gain mode. This avoids the input to the S/H module and the ADCs thereafter,
from fluctuating beyond operational limits due to fluctuations in the beam. During
BPM calibrations (see Subsection 3.4.1.4), the BPM gains are fixed at settings which

are typically suitable for the range of operational currents.

3.4.1.2 Beam Position Construction

From the antenna signals digitized by the ADCs, the beam positions X' and

Y" in the BPM-coordinate system are determined from [106]
XP— XPoff)—Oéx(XM XMoff):|

X/ |i(
(XP— XP,pp) +ax(XM — X M,y)
Y, |i(YP Ypoff) — Oéy(YM YMoff):|
(YP—YP, ) +ay(YM—=YMs) |’

(3.1)

where k is the conversion factor for the BPM signals to position units of millimetres
and the subscript off indicates beam off pedestal values of the wires. The gain
factors ax, ay take into account the difference between the positive and negative
wire signals. Ideally, for an SEE type BPM, « should be unity since both the positive

and negative wires use the same electronics chain (see Figure 3.12). But due to
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geometrical imperfections in the system, it was noted [107] that « can vary from
about 0.8 to 1.0 introducing an offset into the measured beam position. However, for
Quweak, We are only concerned about position differences. The offset introduced by the
error on « drops out of the difference (see Appendix A.2) without having any effect
on the position difference calculations.

To avoid the distortion from synchrotron radiation present in the horizontal
and vertical planes, the BPMs in the beamline are typically® rotated in the anticlock-
wise direction around the beam axis by an angle v w.r.t the hall coordinate system.
Therefore, the beam position in the hall coordinates is obtained by rotating the BPM

readings using
X = X'cosy +Y'siny and Y = X'siny — Y’ cos . (3.2)

Figure 3.13 shows the typical beam position constructed from a BPM in the
Hall C beamline using above equations. The typical standard deviation of a recon-
structed beam position is about 10 pum. But it depends on the beam jitter and the
resolution of the BPM. Since beam jitter averages over long periods of time, the BPM
resolution was the limiting factor for how well the experiment was able to identify

changes in the beam position.
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Figure 3.13: Constructed X and Y beam positions in the hall coordinates from BPM
3HO7C. The jagged structure is caused by the Fast Feedback system adjusting the
beam path to stabilize it. Each data point corresponds to a time interval of 1 ms.

SBPMs in the injector beamline are not rotated.
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3.4.1.3 BPM Resolution

According to laboratory testing, the position resolution of a SEE BPM changes
from 1000 pm to 10 um for beam current changing from 1 pA to 100 pA [102]. Above a
current of 100 uA the resolution remains stable at 10 gm. This behaviour is governed
by the signal-to-noise ratio at the input and the output of the device [102]. The Qyeak
experiment used several current ranging from 26 p A for the background measurements
to 150 puA - 180 A for the main measurement. Therefore, it was necessary to verify
the behaviour of the BPM resolution under these realistic conditions. Using selective
data samples that span the two year period of the experiment, I reproduced the
current dependence of the BPM resolution using the following method.

Let (XM, 7)), (X3!, Z,) and (X3!, Z3) be the measured beam position and
BPM location along 7 axis for three BPMs, BPM1, BPM2 and BPM3 located in the
drift region” of the Hall C beamline (see Figure 3.14). Using BPM2 and BPM3, the
projected beam position at BPM1 is

Zy — Zs Zy — Zy
XP = XM _ X .
! <22 Zg> 2 <22 Z?,) (3.3)

If the measured beam position at BPM1 is given by XM = X7 + r;, where X/ is
the true beam position and r is from the distribution with the standard deviation =

resolution, then the difference between the measured and the projected beam position

BPM1 BPM2 BPM3

Figure 3.14: Schematic of the arrangement used to determine the resolution of BPM1
with the use of BPMs 2 and 3. The filled ellipses represent the BPM cans.

"The region of the beamline free of active elements such as dipoles and quadrupoles which are used
for steering the beam. To be able to make a linear fit through the BPMs, the beam needs to be
moving freely in the fit region.
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is 6X; = XM — X[ and the corresponding helicity correlated difference® is

d(6Xy) = [(X = X)) = (X7 = X{)7]
(G = X) = (X = X))

Zl Z3 T
Z2 Z3> (AX2 + ATQ) (

Zy — Zs

_ T _
_ {(AXI + Ary) < -

) (AX?)T+A7‘3)] :
(3.4)

Performing error propagation on Equation 3.4 leads to
Zy— Z5\° Zy— Zy\°
17— 43 1— 42
o, = [UZXf vk + (F=7) (G o)+ (37) g+ Uim] ,

where 03 .+ is the standard deviation of the true beam position differences at the "
BPM and ;Am is the resolution of the i BPM.

The true helicity correlated differences in the drift region should be the same
at each BPM since it is a property of the beam that does not depend on the device
ie UQAXif = UzAXQT = UQAXST' In addition, the intrinsic resolution of the three BPMs
should be the same since it is a property of the device i.e airl = JQATQ = JQATS = R.

Under these assumptions, Equation 3.5 reduces to

71— 73\ 71— 7o\
— Ry/1
05X, R\/ + <22 Zg) + <22 Zg) )

and the resolution of BPM1 becomes

R= "‘“21 - (3.5)
Vi (522) '+ (22)

For my BPM resolution analysis, I chose the BPMs in the Hall C drift region
3HO7B, 3HO7C and 3H09. Equation 3.5 was used to extract the resolution of 3HO7B
at each beam current. The measured resolutions are shown in Figure 3.15. The
dependence of the measured resolution of the beam current follows an exponential

behaviour which is presumably an indication of the behaviour of the signal-to-noise

ratio of the device. However, my analysis shows that the resolution of the SEE BPMs

$Helicity correlated difference in a parameter is the difference between the positive (+) and negative (-
) helicity states. Subsection 4.2.1 describes how this quantity is calculated for the Qyeakx experiment.
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3HO07B BPM Resolution vs Beam Current
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Figure 3.15: Dependence of the measured resolution of BPM3H07B on the beam
current. See Appendix A.3 for the corresponding table.

above beam currents of 100 A are about 1 ym compared to the 10 um observed in
Ref. [102] under different conditions.

3.4.1.4 BPM Calibrations

BPM calibrations are dedicated measurements carried out to determine the
pedestals of the BPMs introduced in Equation 3.1. These pedestals are not necessarily
similar to the readings of the BPM when the beam is off, due to the non-linearity
of the BPM signals at low beam currents. Therefore dedicated measurements are
required to determine the size of the pedestals. The pedestal are known to be stable
at a few percent level (see Appendix A.4) with negligible contributions to the position
differences. Therefore BPM calibrations were only carried out once at the beginning
of each of the two running periods of the experiment. During calibrations, the BPMs
are switched to fixed gain mode when the beam current is at its nominal value. This
fixes the BPM gains enabling wire signals to increase linearly with changing current.
Then the beam current is varied from a value that is 10% of the nominal beam current
up to a value that is 105% of the nominal beam current. The offset of the graph of
beam current vs ADC counts of each BPM wire gives the pedestals of the wires (see
Figure 3.16).
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Figure 3.16: Calibration plot of BPM3H07C XP wire vs beam current (left) and fit
residual plot (right) from calibration run 11956. The wire output is in units of ADC
counts per num_samples (ADC samples per second). At 960 Hz this was 464 (see
Appendix D.3.1). The linear fit over the data points is shown in red. The slope of the
fit is given by the parameter p! and the pedestal is given by p0. Residuals centered
around zero indicate an even spread of data points in the region of 130 pA to 172
LA

3.4.1.5 Beam Position and Angle At The Target

The last BPM in the Hall C beamline was located about 1.5 m upstream
of the Queax target. Relying on position measurements from this BPM alone could
have potentially introduced a displacement of the beam at the target. Therefore, the
electron beam position and angle at the target were determined by an event by event
linear least squares fit of the form X = Za + b (see Appendix A.5) over a set of
BPMs located in the drift region in front of the target. This allowed the incorporation
of more than two BPMs to get a better position resolution while avoiding possible
beam displacements at the target.

For the linear fit, a and b parameters were calculated separately on an event
by event basis using a single weight” of 1. Then the beam positions in X and Y at

the target were estimated by using
XTgt = a,ZTgt + b (36)

Under the small angle approximation, the slope a is used as the beam angle in radians.

9We can do this assumption since the resolution of the BPMs are similar.
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Table 3.4 shows the list of BPMs used for this purpose and the error associated with

the calculation of position and angle for beam operations at currents above 100 pA.
Figure 3.17 shows the propagation of helicity correlated beam position differences
along the set of BPMs used for beam projection at target in Run II. This shows the

nice agreement between the beam position differences at the target and at the BPMs.

3.4.1.6 Dzifferential Non-linearity

A differential non-linearity between the BPMs used to project the beam po-
sition on the target can create angle differences which are not real. As an example,
with a 100 nm helicity correlated position difference at BPM3HO7A, a differential
non-linearity of 10% between BPM3H07A and BPM3H09B (separated by a distance

of 8945 mm) can create a false angle difference of

100 nm x 0.1

OB mm 1 nrad. (3.7)

This is larger than the 0.2 nrad helicity correlated angle differences observed during
the experiment. Using correlation plots, the differential non-linearity was seen to
vary between 5% and 15% in the set of BPMs given in Table 3.4. For the proper
interpretation of angle differences, an additional factor X /Y is used to remove the
differential non-linearity when calculating the beam position from the four-wire sig-
nals. This modifies Equation 3.1 to X" = X' X X,,on_tincar and Y =Y’ X Y01 _tinear-
Appendix A.7 contains the method used to extract these multiplicative factors and
their stability over different beam current ranges. Figure 3.18 shows the improvement

in the non-linearity with the use of these new factors.

Table 3.4: BPM combinations used to determine the beam position and angle at the
target and the error associated with the calculation (see Appendix A.6 for the error
calculation). BPM3H09B was removed from run 14487 onwards due to malfunction-
ing.

Error
Position Angle
up to run 14486 | 3H07a, 3HO7b, 3HO7¢, 3H09, 3HO09B 0.98 pm | 0.13 prad
From run 14487 | 3H07a, 3HO7b, 3HO07c, 3H09 1.72 pm | 0.21 prad

Time period BPMs combination




Differences in the beam orbit from a typical 1 hr production run at 180 pA
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Figure 3.17: Propagation of beam position differences in the drift region up to the
target. Top - X and Y position difference measurements from the five BPMs in
the drift region in front of the target (open symbols). The error bars represent the
1.0 pm/+/quartets where 1.0 pum is the resolution of the BPMs. Also included are
the projected beam positions to the target center for a typical 1 hour long run at
180 pA (solid symbols). The horizontal axis represents the location of the BPMs in
meters along the Hall C beam line. There are 10 meters between BPM3H07A and the
target. Bottom - The corresponding standard deviations from the X and Y position
differences. Open and closed symbols are as in the previous plot. The slight but
steady increase in the standard deviation is due to the increase in magnification as
the electron beam leaves its tight focus in the upstream Compton polarimeter collision
region.



77

[0 X Before

g 1'205 /\ Y Before
E 115;_ W X After
E LIOE A Y After
O 1.05E

I.OOE—E m ] E‘ ]

0.95F

0.90F

0.85F A

0.80:"““"“ A Ll A

BPM3HO7A
BPM3H07B _ o>
BPM3H07C _
BPM3H09 _
BPM3H09B _

Figure 3.18: Improvements in the differential non-linearity between the BPMs be-
fore and after applying the multiplicative factors X,on_iinecar and Y,on_tinear- The
differential non-linearity which was as large as 15% in some BPMs, has dropped to
an acceptable value of less than 2%. This particular dataset was taken at a beam
current of 163 pA.

3.4.2 Beam Current

Since the Cerenkov detector yields were charge normalized to remove charge
fluctuation effects, beam current monitoring using a Beam Current Monitor (BCM)
with a low noise and linear response was a high priority requirement of the experiment.
The experiment used up to six RF cavity type BCMs (see Figure 3.19) which provided
continuous and non-invasive measurements of the beam current. These cylindrical
cavities were made out of stainless steel and were resonant in the TMgo mode at
1.497 GHz. BCM1 and BCM2 were the only BCMs available during the first part
of the experiment. BCMs 5-8 were later built with lower noise digital receivers than
BCM1 and BCM2. The new BCMs were commissioned during the first part of the
experiment and were available full time during the second part.

Similar to the BPMs, the BCMs required calibrations to determine the beam
off pedestals. Since the signal from the cavity is proportional to the beam current
and is not an absolute measurement of the current itself, the BCMs were calibrated

against an Unser [109] monitor'?.

An absolute current calibration was required to
measure the maximum amount of charge delivered to the experiment during its active
period. The Unser calibration was done once prior to the experiment while the BCM

calibrations were done a couple of times during the experiment to check the stability

0The Unser monitor provides absolute calibration, but was too noisy for routine charge normalization.
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of the pedestals and the linearity of the BCM signals. During these dedicated BCM
calibrations, the current is varied from a 20% nominal to 105% nominal, and the
measured currents from the BCMs are plotted against the readings from the Unser
monitor to obtain the slopes and the offsets which give the inverse gain and the
pedestal of the BCMs, respectively.

Lots of effort [108] were put into minimizing the standard deviations of the
charge asymmetry distributions which can couple to the non-linearity of the BCMs
and increase the standard deviation of the Cerenkov detector asymmetry distribu-
tions during charge normalization. As an example, a 500 ppm charge asymmetry
width combined with a 2% BCM non-linearity increases the standard deviation of
the normalized detector asymmetry by an undesirable amount of 500 ppm x 0.02
= 10 ppm. Therefore, the standard deviation of the charge asymmetry and the de-
vice intrinsic noise were closely monitored throughout the experiment. The standard

deviation of a charge asymmetry distribution measured by a BCM depends on the
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Figure 3.19: Top - BCMs used by the experiment and their locations in the beamline.
Bottom - The BCM electronics chain. The resonant energy of the cavity is read out
by an antenna inside the cavity generating a output signal which is proportional to
the amount of charge in the beam. The output signal of 1.497 GHz is down-converted
to a lower frequency of 100 KHz, filtered and converted to a DC voltage readable by
the experiments custom ADCs. Figure from Ref. [108].
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beam noise and the device intrinsic noise such as electronic noise. While beam noise
was minimized by achieving good transmission through the accelerator, minimizing
device noise required the use of low noise electronics and matching the bandwidths
of all the BCMs to that of the Cerenkov detectors. The device intrinsic noise was
measured by taking the difference between charge asymmetries measured by pairs of
BCMs (see Figure 3.20b). BCM1 and BCM2 had a typical double difference width
of about 110 ppm while BCM7 and BCMS8 had a double difference width of 62 ppm.
With these minimized double differences and good beam transmission, the typical
standard deviation achievable through out the experiment was about 300 ppm - 500

ppm (see Figure 3.20a).

3.4.3 Beam Energy

Two types of beam energy measurements were required for the experiment.
An absolute beam energy measurement for the initial energy of the electrons (before
scattering) and the energy asymmetry measurements to remove false asymmetries

generated by helicity correlated energy fluctuations.
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2 Mean -1.697 Mean 0.0006
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Figure 3.20: (a) Charge asymmetry measured by BCM1. (b) Double difference in
BCM pair BCM1 and BCM2 and pair BCM7 and BCMS. By taking the difference,
noise common to both devices (like beam related noise) cancels out leaving only the
device intrinsic noise. The difference between BCM1 and BCM2 compared to 7 and
8 is in the different electronics used. Figures from Ref. [108].
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3.4.3.1 Absolute Beam Energy

The absolute beam energy measurements were carried out by utilizing the Hall
C arc beamline as a spectrometer [110]. In that case the momentum P of the beam

is given by [111]
e
P=— [ Bdl .

where © is the bend angle in the arc and / Bdl is the magnetic field integral over the
electron path. During beam energy measurements, the eight 3 m long dipoles in the
arc beam line are activated and the other magnetic elements (such as quadrupoles and
corrector magnets) are turned off. The bend angle is then determined by measuring
the beam position and direction at the entrance, middle and the exit of the Hall C
arc by using three pairs of super harp-scanners [112]. The magnetic field integral is
matched to the central momentum by varying the current in the set of eight magnets

until the orbit is approximately centered.

3.4.3.2 FEnergy Asymmelry

The helicity correlated beam energy asymmetry was determined by using the
reading of BPM3C12 located in the region of highest dispersion in the Hall C arc.
The horizontal (X) beam position differences measured at BPM3C12 are sensitive to
position, angle and energy differences. Therefore, using the first order beam transport
matrix between BPM3C12 and the target, relative energy differences at the target

can be obtained from

AP 1 M11 M12
= — AXson — ——AXpprger — ——ANOE 3.9
VST i VT i VST Rt (3.9)
where the subscripts indicate the beam position at 3C12/target, Gférget represents the

beam angle in X at the target and M11,M12,M15 are the transport matrix elements
for beam propagation between 3C12 and the target. The OPTIM based values of the
transport matrix elements used for this calculation are M11 = 0.69, M12[cm rad ]
= -9.28 and M15[cm| = 411 [113]. The helicity correlated difference of AP/P gives
the energy asymmetry AE/FE at the target.

However, there was often a large amount of residual dispersion at the target
and coupling between X and Y positions. Therefore X differences at the target were

not purely caused by beam motion in X. This made it impossible to relate X differences
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at BPM3C12 to X differences at the target as given by Equation 3.9. The calculation
in Equation 3.9 is only valid under the assumption that when taking helicity correlated
differences, contributions coming from Y motion cancels out leaving only beam energy
differences. Under this assumption, the typical energy asymmetry measured at the
target was about 0.001 ppm in a 1 hour long data sample and was at the upper limit

of the energy asymmetry requirement of the experiment.

3.5 The Primary Target

The primary Liquid Hydrogen target of the experiment was a 35 cm long target
with a conical target cell (see Figure 3.21a). A longer target provided more scattering
electrons per unit volume contributing to the statistics of the experiment. The conical
shape of the target cell accommodated the 7.9° scattering angle selection. During
operations, the beam was rastered [114] across a rectangular area on the surface of
the upstream target window to avoid excessive heating. A 4 mm X 4 mm rastered
electron beam of 180 pA deposited about 2120 W of power on the liquid volume and
a 2500 W of cooling power was required to remove this amount of heat load in order
to prevent target warming. In addition, as shown in Figure 3.21b, the transverse flow
with the unique cell design keeps a high flow of Liquid Hydrogen (LH;) on the target
windows preventing localized target boiling. The LHy target operated under a 35 psi

pressure at 20 K with a transverse flow of 1.2 kg/s. A cryogenic target pump was used

Beam direction

6.40e+00
5.95e+00
5.50e+00
5.05e+00
4.59e+00

4.14e+00
3.69e+00
3.240400
2.79e+00

| 2336400
1.88e+00
1.42e+00
9.78e-01
5.26e-01

I
| 7.40e-02

-219e400, |
-2.64e400

-3.78e-01
-8.30e-01
Flow out I K i

Contours of X Velocity (m/s) Apr 05, 2009
FLUENT 12.0 (3, dp, pbns, rke)

(a) (b)

Figure 3.21: (a) Conical shaped target cell design. (b) Simulation of the velocity
contours inside the cell corresponding to flow of liquid hydrogen.
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to recirculate the LH5 inside the cell. A novel heat exchanger which used a mixture of
a 4K and 15K coolant was used to maintain the temperature inside the target cell at
a constant 20K. During beam off periods, a high power heater was used to replace the
beam heat load preventing the target from freezing up. The target exit and entrance
windows were made of a high strength aluminum alloy. The exit window was 0.02
inch thick with a 10 inch radius of curvature. A 0.005 inch nipple was designed in
the very center of the window where beam exits the target to minimize backgrounds.

Density fluctuations which occur due to the temperature changes in the liquid
Hydrogen create fluctuations in the scattered electron rates. These fluctuations which
occur randomly produce additional noise in the asymmetry distribution. These are
known as target noise. The Qe LHo target design requirement was to limit target
noise to less than 50 ppm. With a typical 4x4 mm? raster and a 182 pA current used
during the experiment, the target noise was measured to be about 46 ppm (see Figure

3.22), well below the requirement of the experiment.

3.6 The Toroidal Magnet and the Collimator System

The Qweak Toroidal (QTOR) Magnet was used as a magnetic spectrometer
to bend and focus the elastically scattered electrons onto the Cerenkov detectors

while bending away the inelastics (see Figure 3.23). During the elastic asymmetry
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Figure 3.22: Target noise at 182 puA as a function of raster size. Figure from Ref.
86].
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Figure 3.23: A GEANT simulation of the QTOR steering elastic and inelastic elec-
trons. High energy elastic electrons (red) are focused onto the Cerenkov detectors
while the low energy inelastic electrons (blue) are steered away from them.

measurement, the QTOR was operated at 8921 A in Run I and 8900 A in Run IT*.
For inelastic N — A asymmetry measurements, it was operated at 6700 A.

While the objective of the QTOR was to focus and separate elastics from the
inelastics, the objective of the collimator system located upstream of the QTOR was
to define the Q? acceptance of the measurement. This was done by using a set of three
lead (Pb) collimators placed between the target and the QTOR (see Figure 3.24) to
select the scattered electrons with the nominal scattering angle. Collimator 2 acted
as the acceptance defining collimator selecting 4% of 7 in 6 and 49% of 27 in the
azimuthal plane. The remaining two collimators acted as clean-up collimators. Each
collimator had eight symmetric apertures that were designed to optimize the imaging
of the elastically scattered electron envelope onto the Cerenkov detector bars at the
focal plane while keeping the largest possible acceptance. The symmetry of the colli-
mator system with the target, QTOR and the Cerenkov detector system is important

when applying corrections for the beam motion sensitivities of the asymmetries.

UThe difference in the settings was due to the slight decrease in the beam energy of 1159 MeV in
Run I to 1156 MeV in Run II.
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Collimator 1 Collimator 2 Collimator 3

Figure 3.24: CAD drawing showing the location of the collimator system in the
setup. Figure from Ref. [115].

3.7 The Cerenkov Detector Array

The Cerenkov detector array provided efficient detection of electrons at the
focal plane. It consisted of eight fused silica quartz bars placed azimuthally around the
beamline as shown in Figure 3.25a. The detector material, Spectrocil 2000 [116], was
chosen for its radiation hardness and low sensitivity to low energy photon backgrounds
while providing the maximum number of photo electrons (pe) per scattered electron.
Each bar was made out of two 100 cm long quartz pieces with an optical glue joint
in the middle. A bar has an active area of 200 cm x 18 cm for detecting all of the
elastic profile (see Figure 3.25b). A set of 2 cm thick lead tiles, called pre-radiators,
were installed in front of each bar to reduce low energy backgrounds.

The detection of electrons via a quartz bar is done by collecting the Cerenkov
light generated in the bar when an electron passes through it. The light propagates
through the bar due to total internal reflections and is collected by two Photomulti-
plier Tubes (PMT)s connected to the either end of the quartz bar. The signals from
the PMT are amplified using a custom built low noise voltage amplifier before they
are sent for processing. Performance wise, due to light transportation loss, the light
yield along a bar dependence on the location of the bar where electrons interact (see
Figure 3.26). This required the PMTs in a single bar to be gain matched (see Ap-
pendix C). For the high current running using a 180 pA beam, a 813 MHz electron
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Figure 3.25: (a) CAD drawing of the Cerenkov detector array mounted on the support
frame. Figure from Ref. [116]. (b) A GEANT simulation showing the upstream view
of the elastic electron profile on the bars. At 180 pA current, the electron rate on a
single detector is about 813 MHz. Figures from Ref. [117].

rate on a single Cerenkov detector was expected to generate an asymmetry distribu-
tion with a standard deviation of 600 ppm when digitized at 960 Hz acquisition rate.
The measured asymmetries indeed show this statistical noise within + 2 ppm fluc-

tuations. More information on main detector design, construction and performance

Photo-electrons

X Position (cm)

Figure 3.26: Light vyield variation along the pre-radiated Cerenkov main detector 4
(md4) using tracking-mode data [116]. The signal collected at either end of the bar
(negative and positive pmt) shows strong position dependence. The sum of the two
PMTs is flatter. The small dip in the light yield in the middle of the bar is caused
by the glue joint. Figure from Ref. [116].
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can be found in the dissertation of P.(Q.Wang [116].

3.8 Tracking Detector System

The approximate proportionality of the parity violating asymmetry to @ in
Quweak kinematics, required a 0.5% measurement of the acceptance-weighted Q? in
order to reach the proposed precision of the experiment. For this purpose, a separate
detector system (tracking detector system) was used to make a dedicated measure-

ment of the Q% in the acceptance of the experiment using the relation
2 o0
Q° =4E;Efsin 2 (3.10)

where 6 is the scattering angle at the scattering vertex and Ey/; is the final/initial
energy of the electron. Using the tracking data, the reconstructed Q* of the experi-
ment can be determined to an accuracy of 0.1% [118] More on the tracking detectors

and the methodology can be found in the dissertation of Jie Pan [118].
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4 Data Acquisition and Analysis Software

Data acquisition of the signals sent from the experimental setup is an inte-
gral part of an experiment. It provides the means to convert physical signals such
as currents, voltages, rates, etc, into digitized quantities that are easier to handle
and store for later analysis. As a member of the Data Acquisition (DAQ) group, a
better part of my work involved building and maintaining the integrating-mode data
acquisition system and the related analysis tools of the experiment. This chapter
summarizes the Queax data acquisition system, analysis software, and other analysis

tools development I was actively involved in.

4.1 The Data Acquisition System

The experiment relied on two modes of data acquisition called the integrating-
mode and the tracking-mode in relation to the two modes of running introduced
in Chapter 3. These were based on the CEBAF Online Data Acquisition System
(CODA) [119] and were implemented as two independent systems with separate read-

out electronics and analysis software.

4.1.1 CEBAF Online Data Acquisition

The CEBAF Online Data Acquisition is a data acquisition toolkit designed for
nuclear physics experiments at Jefferson Lab. CODA is composed of hardware and
software from which a data acquisition system can be built such that it can manage
acquisition, monitoring and storage of data. A typical data acquisition system is
constructed using programs which are embedded in processors and have the primary
function of collecting data, processing them and passing the result to an output.

Figure 4.1 shows the basic architecture of CODA [119]. The analog signals
from the detectors are sent into front-end data readout modules controlled by the
Readout Controllers (ROCs). A Readout Controller (ROC) has a Central Processing
Unit (CPU) which uses the real time operating system VxWorks [120] for communi-
cating with the Event Builder (EB) and other ROCs. The data transport between
multiple ROCs is carried out by using commercial network hardware, such as eth-

ernets with standard network protocols. The Event Builder (EB) collects incoming
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Figure 4.1: Basic architecture of CODA. See text for explanation.

data from different ROCs and group them such that data belonging to a single event
appear together in the data storage file. Event data formatted in this manner are
sent into the Event Transport (ET) system which permits users and analysis tools
access for data filtering and monitoring purposes. An Event Recorder (ER) then
writes the data onto a storage disk. The configuring and controlling of all these sys-
tems is done via a RunControl program with a graphical user interface (GUI) known
as the RunControl GUI and the rcServer. The RunControl GUI provides access to
various data collection operations such as run-start and run-end. At a given time,
for a single rcServer, multiple copies of the RunControl GUI can be executed to con-
trol the data taking operations which is very useful for off-site DAQ monitoring and

trouble-shooting.

4.1.2 Integrating-Mode DAQ

The CODA based integrating-mode DAQ of the experiment was used for mon-
itoring and saving data from the Cerenkov detectors, beamline monitors and other
control and diagnostic devices at an optimized acquisition rate of 960 Hz. Within the
1 ms duration of a helicity window, all the information sent by the setup is read and
stored in an integrating manner without any predefined event selections.

Overall, three types of data were collected and stored by the integrating mode
DAQ; Detector signals, event information and configuration information. Detector
signals were required for extracting physics asymmetries. These include Cerenkov de-
tectors, luminosity monitors, BPMs and BCMs. Event information contained event

number, pattern number and helicity. Configuration information is information re-
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lated to the experimental setup and the injector setup such as target location, QTOR
current, Wien filter settings, helicity rate etc. These were provided by the Jeffer-
son Lab Experimental Physics and Industrial Control System (EPICS) [121, 122].
See Appendix D.1 for the full list of signals digitized by the integrating-mode DAQ.

1

During operations, all of these channels were read out at a rate of 5.6 MBs™" (see

Appendix D.2 for the calculation).

4.1.2.1 Layout

Figure 4.2 shows the layout of the integrating mode DAQ. The DAQ was built
with readout electronic modules (see Table 4.1) mounted on VMEG64Bus (VersaMod-
ular Eurocard Bus) [123] crates with high speed programmable ROCs for parallel
data readout. A Trigger Supervisor (TS) [124] was used to handle the triggering of
the data readout and to communicate with the four ROCs used to collect data from
detectors in the experimental setup, Hall C beamline and injector beamline.

The primary readout modules used by the DAQ were Analog-to-Digital Con-
verter (ADC) modules custom built by TRIUMF [125] to perform the integration of
the signals. These VME Quearx (VQWK) ADC modules [126] played an important
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: : : FLEXIO
Beamline Scalers Scalers :
: : VQWK | Storage
“Raster : ADCs : EB M ET [ ER T pig
© HallC i ROCI
i ol vowk
: : : Realtime
ROC2 : Analysis Engine
: sl vowk |}
: : Main Detectors : Q : ¢ ¢
............... a : ADCs : :
Lumi : : Charge Real-time
Beam Modulation : Electronics Feedback Monitoring
: Room

Figure 4.2: Integrating-mode DAQ layout. See text for explanation.
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Table 4.1: Read-out modules used in the integrating-mode DAQ.

ROC VQWK | Scaler
TS/ROCO 1 2
ROC1 13 -
ROC2 7 -
ROC31 12 -

role in contributing to the accuracy of the experiment. Each module has eight 18-bit
ADT7674 ADCs with a digitization rate of 500 kSPS (kilo samples per second). The
18-bit provide an effective 27-bit precision for digitization of analog signals within
the signal range of £ 10 V with a resolution of 76.29 pV. A signal is integrated by
summing the samples within the event window. For a 960 Hz event rate, this resulted
in summing over 464 samples. The samples were stored in the channel memory on
First-In-First-Out (FIFO) basis to avoid data loss due to delayed read-cycles. In
addition to the sum of samples within an event, the VQWK ADCs have the ability
to produce the sum of the samples over four equal sub-blocks within an event. This
sub-block feature of the ADCs was particularly useful for diagnostic purposes since
it provided the means to observe signal variations within an event. For each event,
an ADC channel stores the sum of the digitized samples, the sum of the samples in
the four sub-blocks and the number of digitized samples into its registers to be read
by the CPUs in the ROCs. The ADC data handling routines and VME back-end
communications with the ROCs were carried out by an Altera Cyclone FPGAs.

In addition to the ADCs, beamline scalers such as Halo monitor rates were
collected via SIS3801 [127] scaler module. A STR7200 [128] scaler module was used
for collecting event information sent from the helicity board via Fiber Optics. These
include the MPS (Macro-Pulse) signal which indicates the beginning of a new event,
the pattern-sync signal which indicates the beginning of the new pattern (for Qeax
it was quartets or QRT) and the helicity signal which was delayed by two quartets.
Configuration information from the experimental setup and the accelerator were also
readout via the EPICs Input Output Controller (I0C)s.

The integrating-mode DAQ had the capability provided by CODA to view the
data from different subsystems in real-time. This was done by setting up a version
of the Queax analyzer (see Subsection 4.2.1) known as the real-time analysis engine

with selected functions to perform the analysis of selected subsystems such as the
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Cerenkov detectors and the beamline devices. The real-time analysis engine was ca-
pable of producing analysed detector asymmetries, beam position differences, charge

asymmetry which were some of the critical diagnostic parameters of the experiment.

4.1.2.2 Triggering

The integrating-mode DAQ was triggered by the MPS signal which indicates
the beginning of a new helicity state. The MPS signal consists of a Tgiue period
and a Tgeye period (see Figure 4.3). The Tseye period is the time required by the
high voltage of the Pockels cell to complete transitioning from positive to negative or
vice versa during a helicity flip. During this transition period, the fluctuations in the
Pockels cell crystal can result in 3% to 5% residual linear polarization in the beam.
Therefore it is necessary to provide a settling time for the system during which the
signals from the detectors should be ignored. The signals from the detectors are only

collected within the T4 time. The transition to Tsiupe from the Ty time occurs

A

TStable TSettle TADC Delay TDelay

MPS |— — - - .
Helicity |—

QRT |—
Det?ctor - =
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Figure 4.3: Triggering and readout timing diagram of the integrating-mode DAQ.
The ADCs were triggered by the MPS signal. At the 960 Hz event rate, Tsiqpe =
70 pus and Tsee = 971.67 ps are set by the helicity board. Tgeue transition occurs
Tpeiay = 1 ps ahead of the QRT and helicity signals to allow the DAQ to prepare to
receive the next event. A delay of Tapcpeiay = 42.5 ps allowed the ADCs to prepare
for data acquisition after detecting the new event. The shaded area in the detector
signal indicates the signal region digitized by the ADCs.
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1 ps ahead of the QRT and the helicity signal. The ADCs required an additional
delay of 43.5 us (see Appendix D.3.1) to prepare for data acquisition. With these
time settings, at the 960 Hz event rate, 99.9% of the experiment’s signals within the
Tstape period were readout by the ADCs and scalers in the integrating-mode DAQ.

4.1.3 Tracking-Mode DAQ

The tracking-mode DAQ was implemented for collecting signals from the track-
ing detectors, horizontal and vertical drift chambers, trigger scintillator, quartz scan-
ner, the Cerenkov detectors and two spare scintillator detectors. All these detectors
were readout via QDCs (Charge-to-Digital Converters), TDCs (Time-to-Digital Con-
verters) and scalers. The tracking-mode DAQ hosted the capability to handle multiple
triggers generated by the trigger scintillator, Cerenkov detectors and the scanner as
individual triggers or combination of triggers simultaneously. At each trigger, which
is a voltage pulse indicating the interaction of a particle with the detector volume, the
data from the QDCs, TDCs and scalers are readout and stored in CODA files. These
data carry information about the location of the electron interaction in the detector
volume and the event rates on the detector which can be used to track individual
electrons through the setup for the Q? measurement. A detailed description of the
tracking-mode DAQ layout and triggers can be found in the dissertation of Rakitha
Beminiwattha [41].

4.2 QwAnalysis Software

The QwAnalysis (Queax Analysis) is the data analysis framework used by the
Qwear Collaboration for processing digitized signals into physical quantities, such as
detector yields. It is an object-oriented application software framework written in
C++ utilizing multiple-inheritance, polymorphism, encapsulation and abstraction
features of the language to carry out the analysis of the experiment’s 270+ data
channels in a robust manner. The analyzed data are stored into CERN ROOT [129]
and MySQL [130] structures for later use.

Even though the CODA decoding routines for data from the integrating-mode
and tracking-mode detectors are similar, their end results are very different. As an
example, the integrating-mode data from the Cerenkov detectors provide asymmetries
while the tracking-mode data from drift chambers provide timing information related

to electrons passing through the chambers. Due to this difference, integrating-mode
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and tracking-mode data are analysed using separate analysis modules, the Parity
Analysis Engine (QwParity) and the Tracking Analysis Engine (QwTracking).
Figure 4.4 shows the class inheritance diagram of the QwAnalysis outlining
the parity analysis and tracking analysis classes. All subsystems in the QwAnal-
ysis inherit from the abstract base class VQwSubsystem which defines the routines
required for data decoding, analysing and storage. The analysis routines specific for
parity and tracking data are defined in the virtual classes VQwSubsystemParity and
VQuSubsystemTracking which are the base classes of the relevant subsystems such
as QuBeamline and QwDriftchamber. Some subsystems, such as QuScanner, inherit
from both base classes. The inheriting classes are responsible for actually performing
the data decoding and analysis according to their specific requirements. As an ex-
ample, the QuBeamline class is responsible for retrieving beam position information,
such as beam current and position from the classes QWBCM and QwBPMStripline, and
writing them to ROOT trees. The QwHelicity class on the other hand is responsible
for decoding event information such as helicity, event number, pattern number, and
for forming asymmetries and differences and storing them into ROOT trees.
Whereas the VQwSubsysten is responsible for managing the data and analy-
sis routines, the VQwDataElement is an abstract base class which is responsible for
defining the operations (sum,difference, ratio, etc) required to carry out the analysis.
For example, adding data from two VQWK ADCs, say BCM1 and BCM2, requires
summing over six data words'. Adding two scalers on the other-hand required sum-
ming of a only a single data word. Therefore, depending on the readout module,
VQuwDataFElement and its inheriting classes define appropriate operations required to
calculate signal asymmetries, differences and yields. Together, the VQwSubsystem and
the VQwDataElement and their inheriting classes provide the analysis flow of the parity

analysis and the tracking analysis engines described in the following subsections.

4.2.1 Parity Analysis Engine

The parity analysis Engine is responsible for processing raw data to extract
event based and pattern based detector yields, differences and asymmetries. 1 was
involved in the development of the parity analysis engine therefore this section will
contain a somewhat detailed explanation of its functionality.

Figure 4.5 shows the simplified flowchart of the parity analysis engine. At the

!The sum of the digitized samples in the event, individual sum of the four sub-blocks and the number
of digitized samples per-block.
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Figure 4.4: Main class inheritance diagram of the QwAnalysis outlining the classes
used for parity and tracking analysis. Shown only are the classes relevant for the
material discussed in this dissertation. See Ref. [131] for the full class hierarchy.
(T') denote template classes which define common set of functions to handle different
types of data such as scaler type or ADC channel type. See text for explanation.
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beginning of an analysis, the analyzer reads a set of configuration information about
the particular run such as the run number, run type, detector subsystems, database
access etc. These configuration information allow the analyzer to identify special data
types with different analysis requirements and perform the analysis accordingly. As
an example, a BPM calibration run will only need the analysis routines in the Qw-
Beamline subsystem and it does not need to be written into the database?. Setting
the appropriate configuration allows the analysis of a BPM calibration to be per-
formed faster. Once the configurations are read in, subsystem objects are created to
handle data processing of each group of instruments used. In the next step, configu-
ration information of the DAQ), such as channel assignments in the ROCs, calibration
factors, detector pedestals, event cuts and histogram parameters (names, ranges, etc)
are read in. After loading the input parameters, the CODA file is opened and for
each event, all the information is read and allocated to the relevant subsystems. The
parts of the CODA event belonging to different detectors are processed by each de-
tector subsystem object separately by first checking for hardware failures and then
applying calibration factors and correcting for pedestals. Derived quantities such as
beam position at the target, average charge, sum of all the main detector PMTs, etc,
are also calculated during this step.

Events processed in this manner are then checked for predefined set of data
qualities or event cuts [132]. Each detector subsystem has its own set of event cuts.
For example, the beamline subsystem checks for low beam currents (lower event cut),
beam trips and saturation of the BPMs (upper event cut). Typically, the event
cuts used during the first analysis of the data, which took place parallel to data
taking, were flexible. This was done intentionally to understand the behaviour of the
experimental setup (beam parameters, etc). With the knowledge of the first analysis,
the event cuts used in the next analysis cycles (or passes) are tightened up such that
only events that meet certain set of requirements are passed for the final asymmetry
analysis.

Table 4.2 shows the event cuts used in the parity analysis engine of QwAnalysis
software version 3.04, which was used for the pass-five analysis of the data presented
in this dissertation. A lower current cut of 100 pA was required® to remove low
current beam which were seen [41] to shift the Cerenkov detector asymmetries in a

non-statistical way. The upper event cut on the BPM wires removes saturation which

2The database only contains information relevant for parity asymmetry analysis.
3For aluminum running at a 70uA beam current, this limit was lowered to 50uA.
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Table 4.2: Event selection criteria used in the parity analysis engine of QwAnalysis
software version 3.04.

Parameter Bounds Stability
Beam Current (qwk_charge) > 100 pA 2 nA

BPM wire signals (all BPMs) > 0.7Vand <= 7V | -

Beam position (all BPMs) within + 10 mm -

Beam position at the target (qwk_target) | within + 10 mm 0.15 mm
Main detector 1 and 7 barsums < 0.05 V/uA 0.0001 V/uA
Main detector PMT adc counts 4+ 1000000 -

Main detector barsums adc counts 4+ 1000000 -
Background detectors adc counts 4+ 1000000 -

occurs during beam ramps and can cause false beam angles at the target. The lower
event cut on the BPMs is used to remove events where a BPM can malfunction and
produce noise which can be mistaken as position information. The upper and lower
bounds on the Cerenkov detector PMTs, sum of the PMTs (barsum) and background
detectors are used as a precautionary measure to remove non-physical signals that
can be generated due to hardware failures or software failures?. The stability cuts
remove sudden beam fluctuations which can generate non-physical responses in the
detectors. These are applied to the standard deviation of the signal distributions and
they are based on the values typically observed during the data taking period.

All events which fail event cuts are flagged with an error code which carries
information about the detector name and the failed event cut type (lower or upper).
These error codes are later stored as a device specific error code which can be used
to select usable events for the final analysis. Events which pass data and hardware
quality checks are then tested for the correct pattern number, event sequence and he-
licity pattern. A set of internal counters compare the information on MPS, QRT and
delayed helicity to determine if the event has the correct event number and pattern
number. A discrepancy between the internal counters and the signals can arise due
to counter malfunction in the helicity generator. This happens rarely but as a pre-
caution, the checks applied on the event information provide the means to properly
match the events to the correct helicity. The true helicity pattern is generated in-
side the analyzer (see Appendix D.4) using the same 30-bit pseudo-random generator

used in the injector. This was required because the DAQ only records the delayed

4Such as using wrong pedestals and/or gain factors
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helicity signal and not the true helicity signal. By knowing the pattern delay in the

delayed helicity signal sequence, one can predict the true helicity of the events. Both
the delayed-helicity and the actual-helicity are stored in the rootfile for diagnostic
purposes. Events which pass the event and pattern number checks are grouped into
patterns of four events, known as quartets and the pattern based asymmetries, dif-
ferences and yields are computed as shown in Table 4.3. Additionally, for diagnostic
purposes, there are several options (see Table 4.4 and Table 4.5) available to form the
asymmetries and yields from the individual Cerenkov detectors and the full detector
array. For all the pattern based asymmetries, yields and differences calculated from
different detectors and beam monitors, a running average, a running sum and the
error on the running average are also calculated in parallel using an algorithm devel-
oped by the Sandia National Laboratories [133] for statistical moment calculations of
large scale data sets.

During the final step of the analysis process, the analyzer saves the event based
and pattern based processed data into a set of pre-defined histograms and ROOT
trees. Event based yields are saved into the Mps_Tree and pattern based asymmetries,
average yields and the differences are saved into the Hel Tree. In addition, event based
EPICs values are stored into a ROOT tree named Slow_Tree. For diagnostics and
quality checks, the configuration used by the analyzer and its version are also stored
into the rootfile. Finally, the running averages, running sums, errors on the running
averages and the slow control values (QTOR current, target position, etc.) read in
via EPICS are written into the MySQL databases.
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Table 4.3: Pattern based formation of asymmetries, differences and yields. The sub-
scripts indicate the event sequence in a quartet pattern defined as 1,2,3,4 with helicity
+ - - +. The physical quantities are D14 and A4 and the rest of the combinations
are used for diagnostic purposes. The ROOT stems are the file stems used to store
the variables in the rootfiles. Detector list contains the type of detectors which have
these quantities calculated and stored in the rootfiles.

Quantity Equation ROOT Stem | Detector
+ (v -
pr= BN —05 270 |y
BPMs,
Differences Combined BPMs,
B B Energy calculator
_ +
-\ _ (v~ +
D= OFEYD =0TV |y
YT +Y, Y, + Y,
Yields Y = ¥+ );( 2 +Y5) yield_ All the detectors
+ + - -
= (Y1+ + Y;1+) - (Yz_ + Y},_) asym_ PMTs,
V" +Y)+ (Y +Y5) Lumis,
Asymmetry BCMs,
BPM effecti
o Yy = (Y Y e
12 = T — — T asyml _ g
(Y + Yy )+ (Y5 +Y7)
Yir+Y ) — (Y, +Y,"
py = OV SO |
(Y +Y5) + (Y, +Y)7)
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Table 4.4: Options available to form the asymmetry from a single Cerenkov detector.
Yield based which uses the yields of the left/right PMTs (Y7,g) or the asymmetry
based which uses the asymmetry of the left /right PMTs (AL g). Wi g represents the
weights of the two PMT’s which is the 1/Y;/r from a stable run and it is used to
equalize the left and right PMT yields by removing gain mismatches. See Appendix
C for the weights estimations for the transverse running period.

Quantity | Yield and Asymmetry

WY, + WgrY,
barsum Yiarsum = LWile—WZ SN Aparsum calculated using yields as
shown in table 4.3.

1
pmtavg | Apniang = 3 (AL + Ag) where Ap g is calculated from PMT yields

as shown in table 4.3.

Table 4.5: Options available to form the asymmetry from the full Cerenkov detector
array using either yields, weighted yields of left/right PMTs (Y,r) or the average
asymmetry of the left/right PMTs (Az/z).

Quantity Yield and Asymmetry

1 .
mdallbars Yoivars = 3 Z Yy sum — Aativars 1s calculated using yields as
shown in Tablle 4.3

barsum

1 .
mdallbarsavg | Aparsavg = 3 Z A;

1
16 =
yields as shown in Table 4.3

mdallpmtavg | Yomtawy = Z(YLZ +Yh) = Aalipmtavg 18 calculated using
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5 False Asymmetries and Random Noise

False asymmetries generated by background physics processes, helicity corre-
lated beam asymmetries, and the leakage of helicity control signals potentially could
change the asymmetry measured by the Queax €xperiment. On the other hand, ran-
dom noise generated by electronics and target boiling could increase the standard
deviation of the asymmetry distribution decreasing the precision of the experiment.
Therefore, in order to reach the goal of a 4% measurement of the weak charge of
the proton, it was important to minimize contributions from both false asymmetries
and random noise. I was part of the group of Queax collaborators who worked with
the Jefferson Lab polarized electron source group to control the sources of helicity
correlated changes in electron beam properties. In addition, I performed the first
measurement of the helicity leakage on the Qe DAQ setup at the part per billion
level, and determined the random noise content in the Cerenkov detector electronics.

This chapter contains a discussion of these studies.

5.1 Helicity Correlated Beam Asymmetries

Helicity correlated beam asymmetries (HCBA) are generated by the differences
in beam properties between the left and right helicity states. These originate at the
polarized electron source due to various effects which will be shortly discussed in

Subsection 5.1.1. Table 5.1 shows the beam parameters which generate HCBA and

Table 5.1: Specifications on the helicity correlated beam asymmetries and differences
for the full Queax data set. With these limits, the HCBA contribution to the final
parity violating asymmetry is expected to be 0.5% assuming the sensitivities given in
Ref. [84].

Max. run-averaged | Max. noise during

Beam Parameter helicity correlated value a quartet
(2544 hours) (4 ms)

Position Differences (AX) <2nm 7 pm
Angle Differences (Af) <30 nrad 100 prad
Charge Asymmetry Ag < 0.1 ppm < 300 ppm
Energy Asymmetry AE/E < 0.001 ppm < 3 ppm
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the specifications set on their values to limit the relative contribution to the final
Quweax parity violating asymmetry to 0.5%. Starting with the sources of HCBA, the
following subsections will discuss the techniques used by the experiment to reach the
goals shown in Table 5.1. I will also summarize the work done at the polarized source
to minimize HCBA during the commissioning period and the beginning of Run I
(from September 2010 to February 2011), during which I was actively involved with

the polarized source setup work.

5.1.1 Sources of HCBA

As mentioned in the previous section, correlations of the electron beam prop-
erties with the helicity signal is generated at the polarized source. This is due to
the different responses of the optical properties of elements in the laser table and of
the photocathode to the polarization state of the laser beam. Following is a brief

discussion of the known sources of HCBA.

5.1.1.1 Residual Linear Polarization

The coupling of residual linear polarization in the laser beam with the optical
properties of elements in the laser table and the photocathode is the dominant cause
of helicity correlated beam parameters. Residual linear polarization in the laser beam
arises when converting linear polarization to circular polarization using the Pockels
cell (PC).

According to Ref. [134], the phase shift w induced by the Pockels cell to
convert linear polarization to circular polarization can be parametrized by the two
parameters o and A which take into account the difference between a perfect 90°

phase shift and the applied phase shift,

T T
w+:—<§+a>—A and w_:+<§+oz)—A, (5.1)
where w, (w_) is the phase shift for positive (negative) helicity. Both non-zero v and
A represent contributions from residual linear polarization. However, residual linear
polarization from a non-zero a contributes with opposite sign to both helicity states
while residual linear polarization from a non-zero A contributes with the same sign

to the two states. This results in polarization ellipses for the two helicity states which
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are 90" out of phase with each other. The « phase depends on the birefringence' of
the PC and can be adjusted by selecting an appropriate voltage difference between
the electrodes (see subsection 5.1.2). But the A phase represents phase contributions
coming from any birefringent object in the optic transport line including the Pock-
els cell itself, and the stressed vacuum windows between the photocathode and the
laser table enclosure. The method used to adjust the A phase will be described in
Subsection 5.1.2.

5.1.1.2 Optical Analysing Power

An optical element is said to have an analysing power when one polarization
state is transmitted with better efficiency than the others. This is a result of the
transmission axis of linear polarization in one helicity state aligning with the high
efficiency transmission axis of the optical element. It generates an asymmetry in the
laser light intensity between the two helicity states which are known as Polarization
Induced Transport Asymmetries (PITA) [135]. PITA can be controlled by adjusting
the Pockels cell voltages as described in Section 5.1.2. Optical elements in the laser
table after the Pockels cell also possess an analysing power and can contribute a PITA

asymmetry.

5.1.1.3 Photocathode Analysing Power

In addition to the analysing power of the optical elements in the laser table,
the photocathode crystal has a Quantum Efficiency (QE) analysing power. When
polarization ellipses are incident on the photocathode with their major axis parallel
to the analysing power, they will generate more charge in one helicity state than the
other state (see Figure 5.1 a). The charge difference in the two states then creates
a helicity correlated charge asymmetry. This type of charge asymmetry, generated
by the coupling of the residual linear polarization to the analysing power of the
photocathode, can be minimized by rotating the polarization ellipses (see Figure 5.1
b).

'Refractive index that depends on polarization and the direction of propagation of light within an
optical element.
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Figure 5.1: Charge asymmetry generated by the analysing power of the Pockels cell
and the analysing power of the photocathode. (a) Orientation of the polarization
ellipses with respect to the analysing power of the photocathode that can generate the
maximum charge asymmetry. Since the + ellipse is aligned with the analysing power
of the photocathode, the charge @), generated in the + helicity state (blue) is larger
than ()_ generated in the - helicity state (red). (b) Alignment of the polarization
ellipses for the minimum charge asymmetry (Q4 ~ Q_).

5.1.1.4 Phase Gradients

When the birefringence of the Pockels cell varies across its surface, it creates a
gradient of the A phase across the area of the incident laser beam. If the A gradient
is linear (see Figure 5.2 a), it creates a shift in the beam centroid between the two
helicity states (see Figure 5.2 b). This results in a beam position difference which
is correlated to the helicity. While the derivative of the A phase generates helicity
correlated position differences, the second derivative of the A phase can generate
beam spot size asymmetries [134].

The gradient of the photocathode QE analyzing power coupled with a constant
non-zero A phase can also create position differences. A photocathode QE gradient
arises when the analyzing power across the photocathode increase due to the increas-
ing QE anisotropy. The increasing QFE causes the centroid of the beam to shift from
its nominal position (similar to the case of the A phase gradient) and this induces a

helicity correlated position difference which is dependent on the A phase.
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Figure 5.2: Helicity correlated vertical (Y) Position differences generated from a linear
A phase gradient across the laser spot. (a) The A phase is linearly decreasing from
bottom right to top left across the laser spot (green line). This causes the ellipticity
of + and - polarization states to change across the laser spot. (b) Effect in (a) causes
the beam intensity distributions between the two helicity states to shift. It appears
as a shift in beam centroid along Y and that causes a position difference in Y. Similar
effect can be observed in horizontal position differences due to A gradients along the
horizontal direction.

5.1.1.5 Pockels Cell Steering

When the direction of the electric field across the Pockels cell is changed in
order to change the direction of the circular polarization of the laser from left to right,
it generates a pulsing effect in the crystal. This makes the Pockels cell behave like a
converging or a diverging lens to laser light that pass through it. If the laser is not
centered on the optical axis of the Pockels cell, the laser beam will be steered from

its nominal path, resulting in a helicity correlated position difference [134].

5.1.1.6 Other

Other known sources of helicity correlated beam properties at Jefferson Lab
include cross talk between the three laser beams and beam clipping on apertures

along the injector beamline.
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5.1.2 Minimizing HCBA in the Commissioning Period and Run 1

The minimization of helicity correlated beam asymmetries was carried out in
two steps. The first step was focussed on proper setup of the laser table optics to
minimize sources of HCBA and the second step was focussed on using slow helicity
reversal and feedback on HCBA throughout the duration of the experiment for active
cancellation. The following is a summary of the general steps taken to minimize
helicity correlated beam asymmetries in the Queax commissioning period and Run
[. These are the end results of a series of polarized source studies done between
September 2010 and January 2011. Additional details on the principles of HCBA

minimization techniques can be found in the dissertation of Rupesh Silwal [136].

5.1.2.1 Pockels cell ringing

On 01-06-2011, Pockels cell ringing was measured [137] at the laser table using
base voltages? +HV = 45950, -HV = 38270, PITA offset of 120 V and the RHWP
angle set at 4100 (see Figure 5.3). The ringing at the rising edge of the helicity
signal is about 11 V peak-to-peak and at the falling edge it is about 9 V. This was
larger than what has been measured before and generated about 3% residual linear

polarization in the beam.

Tek B[ Trig*d M Pas: 150,005 SAVE/REC
-

{ ‘ Action
| 1 Display Refs,

CH2 500 MS00ps CH2 ./ 260V
Refd 2.00mYy 500 490.013Hz

Figure 5.3: Pockels cell ringing observed at the falling (ash) and rising (orange) edges
of the helicity signal (light-blue) using an oscilloscope.

2The Pockels cell HV range is & 4000 V which is set using a DAC with a range of 65535.



107
5.1.2.2 Pockels cell base voltages for reducing the o phase offset.

A spinning linear polarizer and a photodiode placed downstream of the Pockels
cell were used to measure the residual linear polarization in the laser beam. The
Pockels cell electrode voltages which give a minima in the photodiode output indicates
the minimum residual linear polarization in the beam generated by the « offset. Table

5.2 shows the values used for the commissioning period and Run I.

Table 5.2: Pockels cell base voltages for minimum « phase measured on 12-29-2010.
1 DAC = 0.06 V. Also shown are the amounts of residual linear polarization in the
laser beam measured after the o phase adjustment.

IHWP | PC HV+ | PC HV- | Linear Polarization | Linear Polarization
(DAC) (DAC) | in Positive Helicity | in Negative Helicity
ouT 42300 41800 1.8% 3.3%
IN 42800 41200 1.8% 3.7%

5.1.2.3 Pockels Cell placement for minimum beam steering.

To remove steering of the laser beam, the optimum horizontal and vertical
placements of the Pockels cell are selected by performing translation scans. The
position sensitivities measured from these scans are used to adjust the location of the
Pockels cell in the vertical and horizontal planes in order to provide the minimum
helicity correlated position differences. Figure 5.4 shows the results of the last set
of PC translational scans done prior to the beginning of the commissioning period.
Based on the measured sensitivities, the PC was set at X = 5.4 mils (horizontal) and

Y = -47.5 mils (vertical) for minimum or no laser beam steering?.

5.1.2.4 Optimized RHWP Angle

In principle, a Rotatable Half Wave Plate (RHWP) removes helicity correlated
charge asymmetries generated by the photocathode analysing power by rotating the
incident polarization ellipses such that their axes are at a 45° angle to the analysing
power of the photocathode (see Figure 5.2). However, in practice, the ellipses are

rotated leaving a small PITA sensitivity to the charge asymmetry. This sensitivity

3mils = 0.001 inch
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Figure 5.4: PC translation scans taken at the end of polarized source studies done on
01-06-2011. The position differences were measured by the first BPM in the injector,
BPM1102. In the linear fits, pO gives the offset and p1l gives the slope.

is later used to adjust the PITA offset in order to remove the A phase generated by
the optics between the photocathode and the vacuum window. Choosing a RHWP
angle at which the PITA slope is small additionally allows for the minimization of
helicity correlated position differences that occur due to birefringent gradients of the
photocathode and the vacuum window [134].

A RHWP angle which satisfies the above conditions was chosen for the com-
missioning period by performing RHWP scans (see Figure 5.5). During the RHWP
scans, the charge asymmetry and position differences were measured over the full
range of RHWP angles and they were fitted* with an equation of the form [136]

f(0) = a +bsin(20+c)+ dsin(40+e¢) (5.2)

Optics downstream RHWP Optics Jpstream

with 6 being the angle between the RHWP fast axis and the horizontal plane. Each
term in Equation 5.2 represents the charge asymmetry generated by the coupling of
the photocahtode analysing power to the A phase of the optics upstream/downstream
of the RHWP (see Figure 3.6). Since the source in this case is the linear polarization,
the resultant HCBA are expected to flip sign with the insertion of the IHWP. To
determine the optimized angle, RHWP scans are repeated for a PITA of 120 V and

the measured charge asymmetry and position differences (constant terms) from both

“Here we assume the position differences generated from the charge asymmetry gradients follow the
same behaviour.
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IHWP OUT; PITA=0V;

0 20 70 60 80 100 120 140 160 180

Aq=746.7 + 1184.9 sin(20 + 68.7) - 268.9 sin (40+64.1)

0 20 40 60 80 100 120 140 160 180

[ dX=-0.03-0.03 sin(20 + 174.28) + 0.02 sin (46+132.81) |

dY (nm)

20 ) 0 80 100 120 140 160 180

[ dY = 0.07 +0.21 sin(20 + 62.70) - 0.02 sin (40+54.68) |

Figure 5.5: A RHWP scan taken on 01-06-2010. The charge asymmetry (Ag) and
position differences (dX,dY) are from the first BPM in the injector, BPM1102. The
dashed lines are fits of the individual sine terms in Equation 5.2. See text for expla-
nation.

fits are used to determine the PITA slope associated with each angle. These PITA
slopes are then used to project position differences at each angle when the PITA offset
is adjusted to zero the charge asymmetry (see Figure 5.6). The RHWP angle which
gives a small charge asymmetry sensitivity and the minimum position differences in
each IHWP state was then selected as the optimized angle.

For the time period under consideration, based on the RHWP optimization
done on 01-06-2011, a RHWP angle of 79° (DAC 3950) with a PITA slope of 14
ppm/V chosen as the optimized angle setting. The PITA slope of 14 ppm/DAC was
used by the Queax charge feedback mechanism (see Subsection 5.1.2.6) to minimize
the charge asymmetry to zero. However, starting from the 16th of March 2011, Qweax
moved to using two optimized RHWP angles and PITA slopes for each of the two
[HWP states to further reduce helicity correlated beam position differences. Table
5.3 shows the HCBA measured in the injector after completing the polarized source
setup on 01-06-2011.



110

BFM1I02 Differences
= 08E
E 4 E L
© E
= o0k ,_f——'J
B E W R
B 04 E
fesE ]
0 20 40 60 &0 100 120 140 160 130
10 Figure of Merit X Differences
o E
= 04§
£ 3
2 o02FE
= E . , , , , : . .
O 00g p 40 60 80 100 120 140 160 180

Figure of Ment Y Differences

Juuy

oo 100 120 160 180

Figure of Ment for X and Y Differences with IH'WP I
10

—
[=]

o
(=]

o
(=)

e
ia

Quadrature Sum (nm)
o
.

08

06

04

Quadrature Sum (nm)

— [T III|IIIIIIIIIIIIIIIIIII|IIII|IIII|IIII|IIII

20 40 60 80 100 120 140 160 180
EHWP Angle (degrees)

Figure 5.6: RHWP optimization plots for IHWP IN projected using the measured
PITA slope. The first plot shows X position differences achievable at each RHWP
angle using the PITA slopes extracted from the RHWP scans (similar to the ones in
Figure 5.5). The second and third plots are the figure of merit plots for the position
differences in the injector. They show the quadrature sum of the X and Y differences
of the first 6 BPMs in the injector. The fourth plot is the figure of merit for both
X and Y. It contains the quadrature sum of values in plots 2 and 3. Comparing the
minima of the fourth plot for IHWP IN and OUT states, the RHWP angle at 3950
(79%) gives the minimum X and Y differences with zero charge asymmetry.
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Table 5.3: HCBA measured at the injector after completing the polarized source
setup on 01-06-2011. The RHWP angle is 79° (3950 DAC). The PITA slope is 14
ppm/DAC.

IHWP | Ag (ppm) | dX (nm) | dY (nm)
IN -67.4 200 100
ouT 35.4 200 300

5.1.2.5 Slow helicity reversal

Slow helicity reversal removes helicity correlated false asymmetries generated
by both polarization and non-polarization® effects. Queax used two slow helicity re-
versal techniques: the Insertable Half Wave Plate (IHWP) reversal and the Wien
reversal.

The THWP is located just before the Pockels cell and it is used for slow helicity
reversal on short time scales. The insertion of the IHWP causes a 180° spin reversal
changing the actual helicity of the electrons w.r.t the helicity signal. This causes
the asymmetries and position differences that depend on the polarization to change
sign while the sign of false asymmetries and differences that are independent of the
polarization remain unchanged. Adding data taken with the IHWP in the beam (IN)
and out of the beam (OUT) provides cancellation of these polarization independent,
helicity correlated false asymmetries. During the experiment, the IHWP is inserted
into the laser beam every 8 hours.

The Wien reversal is provided by the double Wien system located at the injec-
tor (see Subsection 3.2.3). The solenoids located inbetween the two Wien filters are
used to flip the spin of the electrons to either beam left or right. This is known as the
Wien reversal/flip and it provides a cancellation of slow varying helicity correlated
false asymmetries, such as spot size asymmetry, which are independent of the polar-
ization. The non-invasive slow helicity reversal via the double Wien is a relatively
new technique which was introduced in 2010 during the PREX experiment in Hall A.
During the experiment, a Wien reversal/flip was typically done every 3 to 4 weeks of
beam time known as a Wien period. Table 5.4 shows how the combination of these
two processes provides an effective cancellation of HCBA for the physics asymmetry

measured from the full data set.

°Not caused by residual linear polarization in the beam.
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Table 5.4: HCBA cancellation with slow helicity reversal. HCBA generated by po-
larization effects (A7) are only sensitive to the IHWP reversal whereas the physics
asymmetry (A7) is additionally sensitive to the Wien reversal. This introduces a
relative sign change between these two quantities which depends on polarization. The
HCBA generated by non-polarization effects (AN"~F!) are only sensitive to the he-
licity signal and therefore are not effected by either process. Summing the difference
between the IHWP states in a Wien cancels both types of HCBAs.

IHWP | Wien flip Asymmetry in the hall Sum Difference
. Phys Pol Non—Pol
ouT nght AT + AHC + AHC ANon—Pol APhys 4 APol.
IN Rieht _APhys o APol ANon—Pol HC HO
g ne + Anc
Phys Pol Non—Pol
IN Left AT — AHC + AHO ANon—Pol APhys o APol
OUT Left _APhys + APol + ANon—Pol HC HC
HC HC

Sum of the differences APhys

5.1.2.6 Charge Feedback

The magnitude of charge asymmetry achievable at the target after configuring
the polarized source was of the order of 1 to 2 ppm. But the charge asymmetry
requirement for Qyeax Was less than 0.1 ppm (see Section 3.4). Therefore, an active
charge feedback system was used to bring down the charge asymmetry at the target
to this desirable level. The charge feedback system operated by measuring the charge
asymmetry periodically and adjusting the Pockels cell voltages using a PITA offset
to null it. The PITA slope measured during the polarized source setup, was used to
calculate the required PITA offset. This process was repeated every 80 s causing the
charge asymmetry to converge to zero as 1/n, within the accuracy of the asymmetry
determination® (see Figure 5.7). An alternative method would have been to apply
the PITA offset at the beginning of each run (which was ab<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>